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Introduction

Givenr the objective of price stability, the ability 0 predict the process of price
adjustments is essemtial. From a policy perspective, an understanding of :he interactions
and transmission process between the main macroeconpomic variabies and prices serves o
Zuide the process of policy formulation and implementation. In underswanding and
oredicting intlationt in Jamaica it is necessary ‘0 understand the importance of shocks and
the underlying procass. Critical slements of -which are the persisten: componems such as
expectations, indexation and the structural factors such as the cpenness of the sconomy, as
well as the produstion fwection. This pager by 2xploring these nterreiations, ARMPT 10
provide an alternate means of forecasting inflation 5v 2mpivying a Wector Aworegrassive
VAR) model. In so0 doing it attempts io zlucidate some aspects of e iransmission
Drocess.

Pravicusly, forecasting and policy analyses have been sonducted using structural
macrosconomic models. These structural models, using hypothesized theorstical relations.
show the main linkages in he 2conomy. These models thus rely on economic theory 1w
determine the number of variables and their arluence.

The initial relative success of this approach led to the development of large scale models,
the most noted of which were the WIUT, Penn State and the Federal Reserve models,
During the late seventies, however, these models were criticized by Lucas as being highiy
inappropriate for policy analysis as they violated the ‘policy invartance’ property.
Structural models have also been criticized on the grounds of their poor forecast
performance. More recently, Sims{(1980) in a seminal critique argued that the restriction

applied 1o structural models in the estimation procedure were ‘incredible’ and could aot
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be properly tested. The fact is that in structural models, to achieve identification, often
restrictions are imposed which nave no theoretical justification. Where single equation
models ;Nere concerned, the major sroblem was data mining,

This Jead to the development of VAR modelling, which has proven to be quite useful in
short term forecasung. VAR models have incrzasingly been used in macroeconomic
research over the last decade or so. especially in the United States. Currently VARs are
used by the various branches of the Federal Reserve Bank and the Bank of England for
forecasting sconomic wends,

Because many variabies do affect inflation, and are in xrn affected by inflation, it is
possible w0 identify a small selection of sconomic variabies. movements in which appear
10 nave peen highly correlated with inflation in *he past and as such may then be useful in
forscasting future inflation. The VAR approach provides a counveniemt means of
accomplishing this, as it relies on the causal and reedback relation amongst variables,

The paper is orzanized as foilows. The first section brie'ﬂy overviews the inflationary
procass in Jamaica. A wider discussion can be had Trom Mclntosh {1934), Boume(1977),
Ally (1974). Latibeaudiere (1974), Downas (1993), Robinson (1996) and Barnes (1996).
This is followed by an overview of the varicus models of price behaviour used. This will
form the basis of the variable selection process in the empirical analysis. Section three
looks at a theoretical overview of the methodology whilst section four leooks at the
empirical model and its results, In this section a comparison of the forecasting
performance of the VAR model with other time series models is done. The paper

concludes by looking at the implication of the results.
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Inflation and Adjustment

Given the persistence of inflation, which have averaged approximately 20 percent over
the past twenty-{ive years, Jamaica, using Pazos (1972) classification, <an be
characterized as having chronic inflation. Such escomomies have been typified by the
sluggish adjustment of inflation o stabilization programs (albeit in the Jamaican case. it i3
the inconsistent application of stabilization jrograms that may have contributed 0 these
results}, current account deficits, periods of real appreciation of the domestic currency or
loss of competitiveness and uneven adjusiment in output, The response of prices is
primarily the result of relativelv long memory process ind cerain insttutionat isocial
aconomic and politcal) modalities which nave developed a5 rational sconomic agents
adapt 0 the cWwrent environment.

A number of swmbilization measures have desn adopted over the vears prirngxily within
the ambit of various International Monetary Fund’s grogrammes. Foilowing the initial
price shocks in the sarly 1970s, resulting from poth internal sources (such as lanses n
domestic policy) and external shocks {cil price increase). monetary golicy adopting what
Lue-Lim (1983) called a passive stance, relied on the use of bank rates, rediscounting
facilities, axchange and credit controls as a means of comaining aggregate demand, Aster
1984 monstary colicy became more proactive, relying more on commercial banks resetve
ratios and open market operations.

Despite these inittatives iowever, the annual average rate of inflation during the 19803
fluctuated between 5.2 percent in 1980 to 2 high of 85.0 percent in 1991, Much of the

deviations from the average long run trend however corresponds o shocks from the
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sxchange rate, money stock and structural shocks such as import prices and domestic
COSIS.

Figure 1 reveals that the variation in the exchange rate has probably the greatest influence
on the inflationary path. This is plansible given the openness of the economy. The main
exchange shocks occurred in 1973, 1978 to (980, 1983 and in 1991, These were
associated with changes in the exchange rate regimes.

The adjusmments during the 1980°s involved the introduction of a parallel foreign
exchange market. the subsequent unification of the sxchange rates and the introduction of
a foreign exchange auction svstem. The suCsequent devaluaticns of the domestic urrancy
vis a vis the U S. dollar, which were as much as 84,0 percent between (982 and (933,
saw the inflation rate increasing from 7.0 percemt in 1932 1o vetween 200 and 26.0
percent ovar the next two vears. The major adjustment towever was the liberalization of
the foreign exchange market between 1990 and 1991, By 1991 the intlation rate peaked at
30.2 percent as the sxchange rate, now subject to a greater degree of intlusnce from
market forces. depreciated by some 1352 percent {in JS terms). This would suggest that
a stabilization policy with the exchange rate being the nominal anchor would be useful.

However, it has been zenerally accepted that there is also a structural comgonent o
inflation, although economists differ as to its relative importance. These structural factors
primarily include domestic costs such as labour costs, imported inflation and supply
shocks., Figure ii would suggest however that imported inflation had little influence

during the 1980s as international inflation was moderate. This is in comparison
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to e 1970s where it may be argued that imported inflation was more important. Figure
iii highlights the impottance of supply shocks, it shows that high inflation occurred when
. ¥
output contracted. The zrapu also shows some corrslation between wages and inflation.
Robinson(1996) argues that wages do axert some cost push inflation. though it may not be
the sole source of inflationary impulse. Craigwell (1991) examining the wage price
causality for Jamaica between 1957 and 1984, found possible feedback relations between
wages and prices.

Figures iv through vi show however <hat the high inflationary apisedes also correlate
with expansionary monetary and fiscal poiicies. Changes in monetary policy stance ars
indicated m g v and {ig v by the rate of acceleration of ihe monetary variables
{moneybase, domestic credit). Changes in fiscal policy are indicated w {ig i 5v the
change in the overall public sector deficit finclusive of amortization)'. The Figures
indicate that macroeconomic policy nas sither precipitated or accommuadated the various
stiocks to prices as both the monetary and fiscal variables peaked av the same time or
immediatelv before the periods of high intlation. Thus we may entatively conclude that
monetary policy has twended 0 bhe accommodative, with expansionary fscal policy
exacerbating the problem.

The trends in the 1980s however have to be seen against the background of price and
wage controls and subsidies. In which case much of the inflation during this period was
suppressed. Consequently the causation amongst the variables over the period has been

found to be imprecise.

' The 12-month point to point inflation rate at the end of March or the fiscal year inflation rate is used
in the graph.
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It may be argued that the expansionary fiscal policy, which was accommodated by
monetary adjustments, resulted in excess aggregate demand which has not only affected
the price of non-tradables but has spilled over inte the balance of payments and thus
forced the adjustments in the exchange rate. This weuld suggest that stabilization
programmes, with (or without) a nominal exchange rate anchor must be supported by
prudent monetary and fiscal policy.

[t may aiso be argued that the changes in the {iscai deficit are the result of inflation
iself. Thus the significant increase in the deficit in {991 - 1992 simply reflects the
Olivera-Tanzi effect. whersbyv inflation whilst increasing the cost of government 2xpanses

reducas the real value of the jax base.

Recent Yiodeis

Vartous aconomists nave attempted 0 empiricallv anaivze the issues outlined in the
orevious section. [gEariler swudies, such as Boume and Persaud(1577) and Holder and
‘Forrell(1985), smphasized the role of structural influences and cost push inflation. More
-ecent studies have found that monetary disequilibrium and exchange rate changes are
significant in explaining the behaviour of prices in the Jamaican economy”. The link
>etween the money stock and inflation occurs via a monetary transmission process
vhereby the amount of money economic agents desire to hold is less than the available
aoney stock. Assuming a stable demand for money, this serves to reduce the value of

woney (in terms of goods) thus increasing the price level.

se¢ for example Worrell, Watson and Scanticbury -Mynard (1992).
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Gangal 1992} estimated a mode! similar to the Harberger model using two-stage least
squares. The results using annual data were
lap = 0,066 - 0.112n(ms) + 0.167 ln(ms,.,) - 0.137ln(wg) ~

0.315In{pm) ~ 0.338In{xrate} - 0.378In{rgdp) ~ 0.229 n(P,.,}
Oniy the contemporanecus money stock and wage rate had unexpected signs and were
insignificant. The results suggest that output fuctuations and exchange rate changes had
the largest impact on price changes. These results of course are highly influenced by the
untque Features of the sampie period, Using monthiv data from 1590 w0 1992 the
sstimated modei was
inp = 3.007 ~ 0.1 36Inixrate, ) - 2.2851n(ms,..) - 9.006INT |
= 0.35dIni{p.)
which suggest that inflation is highly influenced v lagged money supply and zxchange
rata changes’ These resuits also highlight the significant role of intlationary sxpeciations.
Shaw(1992), starting from the hvpoihesis of the Quantity Theory, sstimated the
relationship between money supply and prices in Jamaica betwesen 1982 and 1992, The
changes n prices were examined as a function of changes in the money supply(M2),
previous price changes and changes in the exchange rate.
Using quarterly data, the estimated model most preferred was
pe= 027 - 0.28Ams,; +0.33 Apy, + 0.24 Aex,

From this he concludes the inflation rate is influenced by changes in the money supply,

but not directly as the Quantity Theory purports. Monetary changes affect inflation

? Ghartey (1994) found that changes in the sxchange rate can be linked to monetary dynamics.
consequently he suggests that monetary policy can be emploved to control the exchange rate.



indirectly because of the prevalence of mark -up pricing. This also provides the channel
for the impact of exchange rate adjustments (i.e. changes in the exchange rate atfect
variabte- cost) and lagged prices.

‘Thomas{‘1994_) attempts to capture the dynamics of the inflationary process and the
relationship with respect to policy shocks in a monetarist framework. He emploved a
hybrid methodology which combined a distributed lag specification with an error-
correction approach. The distributed lag - polynomial lag, was used to capmure the short
run impact of policy shocks.

Theoretically, he used a small counuy assumption in wiich the sconomy s a orice aker
(n the international marker. Thus the domestic price level, oy the law orf one pricz is gven

)

oy

t

P=2gP
whera P is the international srice level and ¢ is the sxchange rate Given this his modei s
specified as
P=p(a P cf)
the steady state long nun mode! is
P, = 3034 ~ 6.88¢, ~ 0.002¢, ~ 0.80L - 0.30 7, = 0.02f,
the short run polynomial lag model is
AP, = -1.67+20.34 Tade,, ~0.0003 T, + LI0TAR, -0325A T,
+0.0012Af,; -0385u,,
Thomas concluded from these results that exchange rate changes exert the most dominant

influence. This is however against the results of insignificant coeffictent estimates for the
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short min model. The model in itself maybe subject o over paramatization. The modet
selection criterion used may not be the most appropriate in an ECM framework

Downes. Waorrell and Scantlebury-Maynard (1992) estimated an sncompassing model of
inflation for Jamaica, which ncorporated both structuraiist and monetarist features. The

functional structure of their model is given as
P = pler. usp, m’. r, wr. prod, 3)

Changes in the price level (f’) are modeted as being positively related to the changes in
the money stock (:ﬁa}, axchange rate (ér), U3, intlaton (_uép"), lending rate (f), domestic
wage rate v\-rr}._ factors “which cause domestic inrlation o deviate rom purchasing power
parity aquivalent (s) and negatively related to changes in producuvivy {pr\.’}d).

TLsing anpual data, the results of the static long mun zquation suggest that cost push
varighles such as the loan rate and the wags rate Jdo aot influence the nfiation rate int the
lony run, Using the generalized instrumental »ariable estimator wechnique, the short mun
dynamic error correction mode! was

dlp =-0.03 +0.22 dler + 1.65 dlusp +~ 3.39 dlm1 -
0,15 HURDUM - 1.93 2¢(-1)
which suggests that changes in the exchange rate. U.S. inflation and monetary changes
have significant effect on the inflation rate(HURDUM is a dummy variable for

hurricane.) In the short run therefore the model emphasized the role of monetary

variabies as against structural variables.

11



For the purpose of this paper a menthly version of this encompassing model (ECM) was
estimated. The long run static model in logs was found 0 be (the t-statistics is ziven in
parenthesis)

Ip=-0.005 - 1.3%1p,; -0.238lp,; - 0.21331p,; = 0.03ler ~ 0.02lm2 ~ 0.01291wr
(0.2 (19.3) (-1.93) (=3.1) (4.8) 2 (3.6)
adiR* =099 SER=0011 3C{~>)=0.0038 D-F=-537
and the short un arror correction model =vas
Alp = 0.0009+0.94Alp,., - 0.13Alp,, = 0.098Aler ~ 2.03%Am2,, + 2.005Akwr - 3. S1ecm,
(0.64)y 3.9 -1.1) i3.9) 11.95) (1.4) 3.9

adj R*=0.60 SER =0.01 F(l, 183) =483 SCf ) =33 HETF(27. 160)] = 1.4 RESET(’; =0.37

M1 was replaced by M2 in this monthlv modei as it was found 0 e more relevant Tne
model maintained the basic characteristics n the short run a8 Worrzil 5(1992) medel.

It must be noted that wiilst these models axamine the dererminants of inflatton & may
ve argued that thev do not fully =xplore the causal relationship detween he variabiss.
Simple correlation does not necessarily indicate causation. Against dhis ackground, S.
Nichols, J.Nichols and H.Leon(1995) investigated the money price cauvsation in four
CARICOM <conomies. Granger causation <was found (o run ‘rom base monev and the
narrow definition of money to prices between [975 su 1993, This did aot hold however
for intervening periods. Causation from base money and broad money was found in the
1981 to 1989 period. Causation was found also to run from prices to broad money and
M2. Ganga(1992) found no causal relation between prices, money supply and exchange
rate using annual data from 1970 to 1990, Using monthly data from December 1990 to

February 1992, however, he found significant unidirectional causality from money supply

and exchange rate to prices.



The foregbing would suggest that whilst certain variables have relatively more
influence on the behaviour of prices, the theoretical postlate underlying the behaviour
of prices in the Jamaican economy remains partially obscure as the precise causal relations
s‘tili require further anaivsis, VAR models as proposed by Simst 1980) circumvent these
problems imizially, as they do not impose strict theoretical priors. That is, VARs avoid
any a priori endo-exogenous division of variables. consequently the Sims methodology is
-often referred1o atheorstical macroeconometrics, For short run forecasting purposes this
approach avoids the need for axplicitly forecasting the exogenous variables, a limiation

of conveniional models.



Empirical Methodoiogy

YAR modelling has its theoretical genesis in the time series analysis of Wold Taio, Box
and Jenkins. They basically modeled the moving average and autoregressive components

of a time series, which can then be used to predict future movements in the variables, The

most widely used model was the Box and Jenkins autoregressive integrated moving

average (ARTAMA) models.

If x, is a stationary variabie, *he moving average process of order p, MA(p). tznoring

the deterministic component, 13

K;_ES.\"'\b:E.“{"@j:f_;_*‘ ......... m‘bq“;?q
:{1*1)1:4 ”"@:L“" ""'ﬂ)qu)Sa‘

where L is the iog operator and =, is the white noise error. Thus &, is sxpressed as the

weighted sum of random shocks. The AR representation is

3(,1: {11 ."{1_,1 "I"az :(1'42 T T Cf.v xg.p -~ 31

This can be sxpressed in terms of the random shocks to x, where

8y =X, =G X~ 0 o Offp."‘(l_n
2{1“('1].[_, Gy LT “"Cf.pL 3 Xy
=y L)%, 2]

Substinuting [2] tato 1] we obtain an ARMA(p ¢) model.

Suppose we have a dependent variable in the form

Yo = Vi TO%

14



Then this is equivalent o

‘d [ -~

{(1-L) »n=x {3]

which is stationary, where d denotes the amount cof time y, would have to be differenced
for swaticnarity o hold. But since x, follows an ARMA (p q) process then equation [3]
can be written as an ARIMA(p, 4. q) model by combining quations [1], [2] and {3]. ie

by(L)

o
(1-L 3 % = cmmmmmam g,

o (L)
Thus v, is given 23 a function of its own lags and a series of tnnovations in x,.
VAR medels axiend this by incorporating similar expressions for x, (12 3z, becomes

endogenous), thus forming a system of 2quattons. In mamix form the VAR medet s

.
e
]
-
.—4}1‘1
3
45
e |
L
| W— )

1

where ' is 2 vecior of variables 1y and x in the case above) and A s 2 mamix of
polynomials i the .ag operator and g, i3 3 vecior of randem zrrors. Thersfors VAR
models are simpte muitivariate models in which each variable is explained bv tts own past
values and the current and past values of all other variables in the systen.

Much of the appeal of VAR stems ffom Sims (1980} critique of structural models, He
hasically questioned the theoretical validity of the restrictions imposed on the structural
models of the time. Sims favoured an atheoretical approach to modelling based on vector
autoregressions, in which the data generation process determines the model.

Therefore we may start from a structural hypothesis or model in matrix form such that

HY, + T = ke 5]
and E(gy g 4) =1 (i.e the srors are homoskedastic). Y and X are vectors of

endogenous and exogenous variables respectivelv. If we endogenize the X matrix, we can

15



P

Janus guotient (7). The Janus quotient looks at the predictive accuracy of the out of
sampie predictions against the within sample fit. It
is given as.

a7+m

T (P-A) i m

1= 11+l

]
s
#
]
i
1

n 1
LP-aAy

=1

The numerator gives he deviations in the owt of sample period whiist *he denominater
gives the deviations over the sample period. The higher s value the peoorer the
forzcasung performance. I the structure of the model remains sonstant over the aut of
sample veried then J sends o one, Thus values zreeter than one indicates dhe oresence of
some structural change. This statistic and us interpratation are  affected by the size of the
aut of sampie period.

The VAR model hag the lowest mean square srror in the predictions. Correspondingly it
possesses she greatest predictive power as evidenced bv the Thetl U statistics. The ECM
is only marginally better than the ARMA model in terms its forecasting accuracy, Whiist
the J-statistic for the VAR model is acceptable (at this point), the ECM exhibits the
greatest structural stabilitv. The other models are highly unsiable. This highlights the
important point that VAR models are suited for short-term forecasting (one to two vears).
Medium to long term Forecast horizons require the use of models such as error correction

models.
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Then this is equivalent to
4y = 3

(1-L) n=% (3]
which s stationary, where d denotes the amount of time y, would have to be differenced
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) bqtl)

O
o, (L)
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Y= AV, v [4]

r
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poiynomiais in the lag operator and & is 2 vector 2T randem 2rrors. Thersfors VAR
models are simpie multivariate models in which 2ach variable is explained by it5 Own past
vilues and *he current and past values of all other variables in the system.

Much of the appeal of VAR stems ffom Sims (1980) critique of structural models, He
basically questioned the theoretical validity of the restrictions imposed on the structural
models of the time. Sims favoured an atheoretical approach to modeiling based on vector
autoregressions, in whuch the data generation process determines the model.

Therefore we may start from a structural hypothesis or model in matrix form such that

HY, + TX = keg [5]
and E(gqe4) =1 (i.e. the errors are homoskedastic). Y and X are vectors of

endogenous and exogenous variables respectively. If we endogenize the X matrix, we can
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Janus quotient (J). The Janus quotient looks at the predictive accuracy of the out of
sample predictions against the within sample fit. It

is given as.

a+m
E, (P‘ -A‘-)“.‘m
i= 1+l
}2 = -
n 3
T (P-A)y

!

0]

The numerator gives the deviations in the out of sample period “whiist :he denominartor
zives the deviations over the sampie period. The higher its vatue the pcorsr the
forzcasung performance. If the structure of e model remains constant over the out of
sample period then J tends 10 one, Thus walues zreater than one indicates che oresence of
some structural change. This statistic and us interpretation are  affected oy he size of the
out ot sample peried.

The VAR model has the lowast mean square ecror in the predictions. Correspondingly it
possesses she greatest predictive power as evidenced hv the Thetl U statistics. The ECM
is only marginally better than the ARMA mode! in terms its forecasting accuracy, Whilst
the J-statistic for the VAR model is acceptable (at this point), the ECM exhibits the
greatest structural stabilitv. The other models are highly unstable. This highlights the
important point that VAR models are suited for short-term forecasting (one 1o two vears),
Medium to long term forecast horizons require the use of models such as error correction

models.
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Instead the response to shocks can be assessed using innovation analysis This involves
using the (2 matrix to generate variance decompositions and impulse response functions.
This t;owever depends on the causal order of the impact or the transmission mechanism.

"~ Sims proposed ordering the variables from the most pervasive, in which the shocks to the
variables have an immediate impact on all other variables in the system, to the least
pervasive. In practice, ordering is done by a Choleski decomposition of the zovariance
matrix Q. This produces a lower triangular marrix such that Q=AA holds, where

A =H" & This aliows the effects of shocks o sach variable in the svstem o be identified.
In which case they can then be interpreted as structural shocks. In the case whers the
possible number of orderings mayve large. “swuctrall VAR (SVAR; moedels hava been
nroposed in which sconomic theory is used to determine the order.

The gxercise will therefore involve the estimation or a compact reduce formn system
axplaining the predictable co-movements amongst the variaotes. The unexplained portion,
15 then given a souctural interpretation, in the framework of a SV AR, whereby
identifving assumptions ars placed an the pattern of sorrelations among the residuals.

The main problem with estimating VARs however, is that the number of variables and
lags may lead io over parametization. This causes multicollinearity hetween the different
lagged variables and poor out of sample forecasts (although the within sample fit maybe
good). Bavesian vector autaregression {(BVAR) has been used to overcome this. Also
Gilbert (1995) has suggested combination of VAR estimation and state space model
reduction techniques in determining the model.

Alternatively mintmizing the Schwartz criterion given as

o

sc = Tino® +alnT

17
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can be used to reduce the parameters. This paper along with using the Schwartz criterion
will empley a lkelihood ratio test which tests the appropriateness of one lag length over
:.mothér. Q% is a M*M covariance matrix based on a lag length 'p’. and Qs a
contending residual covariance matrix of lag length 'p-i", then the likelihood ratio statistic
is given as
A =Ty - InlQ*)

where T is the number of observations and lni{2| represents the log determinant of the
matrix. T is modified by a multipiier correction, witich simply adjusts the stanstics
according to the sample size. This can be used o test the hypothesis that the coerficients
of she i lags are zero. 1t is distrtbured ¢° with M° degress of ‘reedom.

This test is applied iterativaly untl the most appropeiate lag, given the daw generation
arocess. is obtained. [n the first stage, a hvpothetical lag structure’ is assumed, which s
then tested against av alternative to derive an initial {ag length. This is then :ested against

smailer alternatives. The process is repeated until the most suitable length s found.

Cointegration and Erref Correction

Traditional econemic theory has been applied on the assumption that sconomic series
have a constant mean and finite variance. That is, the variables are stationary. (A non-
stationary series on the other hand is characterized ov 4 time-varying mean or variance,
and thus any reference to it must be within a particular time frame.) In practice, however,
most £conomic series are got stationary and consequently OLS estimation will lead tw©

spurious results. Recent developments however, notably Engle and Granger (1987), have

7 This i¢ essendally an unresticted VAR,

18
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shown that OLS sstimation may still be valid if a linear combination of any non-stationary
series is stationary, In which case the variabies are said o be cointegrated.”

If *he variables are stationary then the VAR can be estimated, in which case any shock w©

“the stationary variables wiil be temporary. If the variables are nonstationary and not

cointegrated, then thev have o be transformed into stationary variables by differencing,
oefore the VAR c¢an be =stimated. Shocks to the differenced variables will have a
temporary effect on the growth rate but a pemianent effect on its level Cointegrated aon-
stationary variables require the inclusion of a vector of cointegrating residuals {adiusmment
marrix) in the VAR with differenced variables. This is known as a wector =rror orrection
modei (VECM). This s necessary 25 ‘he Granger Representation Theoram aotes hat
colntegrated variables are related shrough an 2rror correction mechanism.

To test for stationarity’ or the ibsence of unit roots. an alternate test for unit oot

developed by Phillips and Peron(1938) is used. Consider the autoregressive model

In the timit. the time series v, converges to a stationary series if and only if (o 2 L

If ip|=1, the series is not stationary with its variance being a function of iime ¢ The
sertes s said to follow a random walk or possess a unit oot If p i > 1 the series is also
non-stationary with its variance increasing exponentially as time passes, that is the series

gxplodes,

“ Please see K. Holden . and J. Thompson , Co-Integration: An Introductory Survey. British Review of
Economic Issues June 1992, for a simple overview of stationarity and cointegration theory.

" Testing and analysing coimegration in a VAR model is often considered more robust than the Engle -

Granger single equation msthod. Scc S. Johansen (1991), Edtimation and Hypothesis Testing of
Cointegration Vectors in Gaussian Vector Autoregressive Modeis, Econometrica 9.

*See T. Agbey egbe(1996) for a discussion on tesiing for stationarity in inflation,
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The Phillips-Perron test, like the Dickey-Fuiler test. tests the hypothesis that p = 1 in the

equation

Ay =y T PY T

- Unlike the ADF test, there are no lagged difference terms on the left hand side. The

squation is estimated by ordinary least squares and then the t-statistic of the coefficient is
sorrected for serial correlation. using the Newey-West procedure. All that is required is 0
specify the autoregressive structure t0 be used by the Newv-West procedurs. This vields

the Z, statistic. where

e S S ey 21 e D
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for some choice of lag window such as w, =1 - 3/(1-1)

Variable Selection

The previous discussions on wnflation and recent smpirical work suggest that both
monetary and to a lesser extent swuctural variables are relevant to the model. For
parsimony however the variabies selected are the logs of the consumer price index(CPI)
(in which case the difference gives the inflation rate), exchange rate (xrate) , gross
domestic product (GDP), imported price index” (ipi) 10 capture imported inflation, interest

rate on Jamaican treasury bills (ijt) and the monev base (bm). Imported inflation and

? Irmported inflation is derived from an imported price index. which is a weighted average of the export
prices of the major trading partners and the price of oil.



GDP represent the structural influences on intlation whilst the interest rate on treasury
bills and base money represents the monetary policy stance.

Block exogeneity tests are used o determine how these variables enter the maodel. Block
-exogeneity tests are the multivariate generalization of the Granger causality tests. It has
as its aull hypothests, that the lags of a set or block of variables do not enter the equarions
of the other variables, and thus it s exogenous 0 the model.

It mavbe a;gued that some measure of fiscal policv, such as the deficit or central bank
advances w0 overnment. should be inciuded. However w0 attamn parsimony such ariables
are sxcluded. Further, it can be shown that changes in base monev do capture Hscal

policv influences.

Resulits

Table i shows the results of *he unit root tests with :ne 3% Mackinoon critical vaiues. The
table shows that all the variables are non-dtationary, specifically, the vartables are (1),
Consequently they have 1o be differenced once 10 become stationary. Further Tatle i
shows the results of the Johansen tests for cointegration amongst the variabies. The cesults

indicate that there are at most two cointegrating vectors.



Table i
Phillips-Peron Unit Root Test
Yariable Level 1st Difference

LCPI -1.25 -7.32

LGDP 2219 -10.77

LIPT -1.39 1342

LXRATE -2.31 - 937

LBM 521 -16.25

LUT <3.25 -10.38

MacKinnon 3% critical vaiue = -3,4344

Tabie ii
Johansen Cointegration
Test
Likelificod 3% Criticai 1% Criticad
Figgnvalne Ratio valug valne

r=0 274 149 4 1021 111.01**
r=1i 0.13% 239.6 76.1 84 45 *»
r<z 0.135 30.4 53.1 60.16
r<3 0.068 236 349 41.07
r<4 0.036 10.1 19.9 24.60
r<s 0.017 33 9.2 12.97

*(**) denotes rejection of the hypothesis at 5%4(1%) significant level.

22



A ———
T . Tas a7 ,__1“_-:,:‘54

Given the above results 3 VECM was estimated. Because “we are using monthly data an
mnitial lag length of twelve lags (unrestricted Y AR) versus smaller iags VARs was tested.
Initiaily the Likelihcod ratio favoured seven lags chosen. Further iterations however
"based on the likelibood ratio and the Schwartz criterion favoured a four lag VAR

The biock exogeneity tests indicated that base money, interest rate. exchange rate and

gross domestic product should enter the model at four lags.

T
A

his would suggest shat
Granger causality runs from these variables to the inflation rate. The most significant
variables were base money and exchange vates. The avidenca for imported inflaticn was
weak. It was replaced by "wages, however the out of sample forecasting accuracy of the
VECM declined significantly, This is probably the result of 2 pcor monthly ‘vage series.
imported inflation, to the extent that s impact would retlect structural influencas. was
therefore retained in the model.

™
X

he full VECM results are given in - Appendix i,

Forgcasts

Figure viil shows the actual versus the fitted vatues {within sample) for the intlation rate.
Table 1ii gives a comparison of the forecasting accuracy of the VAR model against an
ARMA(4, 3) . Ganga’s monthly model and the monthly version of Worrell's (1993)

model. The criteria used are the root mean square error RMSE, Theil 1 statistics and the

** The Likelihood Ratio for twelve versus seven lags was %7 (112) =91.1 with a significance lcvel of
0.9267, At Four lags the Likelihood Ratio 7 (64)=62.32 with a significancc level of 0.336. We
therefore cannot reject the nuil hypothesis that the restictions hold, and thus conclude that four lags are
sufficient.
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Janus quotient (). The Janus quotient looks at the predictive accuracy of the out of
sample oredictions against the within sample fit. It

is glven as,

The numerator gives the deviations in the out of sample period whilst the denominator

g

ives the deviations over the sample period. The higher its value the poorer the
forecasting performance {f the structure of she medel remains constant over the out of
sampie peried then ] tends to one. Thus values 2reater than one indicates the prasence of
some structural shange. This statistic and its interpretation are  affected by the size of the
out of sample period.

The VAR model has the lowest mean square <rror in the predictions. Correspondingly it
possesses the greatest predictive power as avidencad by the Theil U statistics. The ECM
is only marginally better than the ARMA model in terms its forecasting accuracy, Whiist
the J-statistic for the VAR moadel is acceprable (at this point), the ECM exhibits the
greatest structural stability. The other models are highly unstable. This highlights the
important point that VAR models are suited for short-term forecasting (one 0 two years).
Medium to long term forecast horizons require the use of models such as error correction

models.
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Table 11
Model RMBRE Thell U J
VAR 0,004 0138 034
ARMA 0,008 Q.33 322
ECM 0.009 0358 0.90
GANGA 0.036 1.70 2.40
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Impuise Resporse and Yariance Decomposition

This section analyses the dvnamic property of the model using variance decomposition
- and impulse response functions. Figure vii shows the response of the inflation rate 10 2
one unit shock to the exchange rate, base money, treasury il rate, imported inflation and
output. The x-axis gives the time horizon or the duration of the shock whilst the y-axis
zives the direction and intensity of the impuise or the percent variation in the dependent
vartable (since we are using togs) away srom its base line level.

The impulse responses mest a priori expectaiions in terms of the direction of impact,
The graphs show that 4 positive shock 10 monetary variapies or axpansionary monetary
wodicy, has 3 significant expansionary effect on inflavion. The effect of a it shock 1o dase
money on e inflaion rate. occurs after approximately the first one to iwo months and
reaching its peak detween ten i0 twelve months, Thereafter he ¢umulative arfects of base
money stagilize with the monthly inflation rate accelerating by approximately one percent
of its baseline level. What is puzzling is that there is no tendency for the impuise
generated by a unit shock o the money base to fade.

The impact of the exchange rate is rather immediate and Jong lasting. 4 unit shock (o
the exchange rate causes the inflation rate in the first peried to deviate by approximately
0.5 percent from its base level There is no indication of a tapering off (even over longer
horizons), instead the inflation rate acceferates rather rapidly in the first ten to twelve

months as it tends to a new equilibrium level, [nereases in the interest rates tend to have

a conractionary effect on prices.
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The more significant impact however manifests itself after five months with the response
function trending from zero,

The respouse of direct shocks to the inflation CPJ such as expectations and discrete price
adjustments resuiting from increase markups, removal of subsidies, stc. follows 3 similar
path to the response 1o exchange rate shocks. The magnitude of the impact of direct
shocks, particularly in the first period, is greater for dirsct shocks o the CPL The
similarity in the paths may stem frqm the fact that both sources represent some cost push
element. The impuise response of CP1 to its own innovation sowever does nighlight the
role of expectations and the price setting mechanism which includes indexation.

Increases in output do rave 2 significant contractionary gffzct aithough this seems w0 2e
lemporary as there is a lendency for f)zﬂazion 16 return io its previous ‘evel in the long
run. (This may support the monetarist position thar in the long run the price level is
determined by changes in the money supply.} Imported intlation exerts ‘a cositive
influence after the second momth. The impact seems to de long livad. Tais is due o the
open nature of *he sconomy and the axtent to which domestic production ralies on forsign
mputs,

The foregoing indicates that both cost push and demand pull slements help o explain
prices. Having shown the dynamic effects of each disturbance however the next step is to
assess their relative contribution to the fluctuations in prices. This is done by decomposing
the forecast variance of the inflation rate over different horizons.

Table iv shows the variance decomposition over the short term (6 months), medium

term {12 - 24 months) and over the long term (483 months). The statistics indicate the
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percentage contripution of innovations in each of the variables in the system to the

variance of the CP1,

Table 1y
Variance Decomposition of the
CPY (%)

Horizon Base Yoney A T i Rate 1 GDP__

6 mths 1.064 63.23¢ 1.028 29065 14401 (214
12 mths 3,724 38966 1318 31.338% 1931 1,360
24 mths 4948 33068 5121 31534 TE RIPDES
43 mths 3287 33967 3716 3l.e34 293 3437

The results show that shocks o the CPI itself and the exchange rate accounts for mnest of
the varigbifivy it the CPI over all horizons, Not much can be attributed o base moaev,
although over longer horizons its refative contribution increases. More importantly, the
variance decomposition of the exchange rate (Table v) shows that apart from innovations
to the exchange rate itself. base money contributes significantly to the variations in the
exchange rate. This supports Ghartey (1995) assessment. We can conclude that the basic
Iremsmission mechanism runs from base money (via interest rates which affect 1he relative

return on financial assets) to the exchange rate and then 1o prices.
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Tabie v

Variance Decomposition of the
Exchange Rate (%)

Horizon Base Money £r1 JT Ez1.Rate 21 GLP

6 mths 7024 158 1526 3677 0742 13

{2mths 8414 6361 5389 73484 2477 1574
24 mihs $.420 7687 7236 63774 2513 5578
13 mths 3.43 30 1511 56045 2300 5417

Further the greater contribution of nnowvations n the exchange rate in Table v suggasts
that much of its volattlity is the result of exchange -ate speculation ieven in the long
run). One will also note the increasing contribution of the CPI over time. This maybe

reflecting the long run phenomena of purchasing power parity (i.¢ feedback from the C21

0 the zxchange rate).

e
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Conclusion

The foregoing points to increased forecasing accuracy when a VAR is applied as
against other models. YARs avoid the need for an explicit theory (in the initial stages) and
information on the sxogenous variables over the Jorecast period. The foregoing results
and the experience of 1 number or ecénomjsrs using VARS however, suggest that VARS
are more suited for short erm {orecasting. Simujtaneous and single aquation arror
correction models are more appropriate for longer horizons,

When applied to orice behaviour in Jamaica, *he VAR model revealed some
‘nteresung, though not surprising results. not veadily seen with other sonventicnal models,
The innovation analvsis showed that a2 posidve shock to monetary variaples or
gXpansionary monetary poiicv has an unambiguous e:{pansionarj«- eﬁ‘ect on prices.
Assuming asvmumetry, the response Jinctions indicate that contractionary policy has 2 lag
effect of ‘at least’ two months. Further. a decline in the rate of depreciation of the
exchange rate will have an immediate dampening =ffect on prices. particulariv in the Zirst
twelve months. The response 10 exchange rate shocks suggests that exchange rate
stabilization maybe the most effective way of achieving price stability in the short run.
The resuits of the variance decomposition suggest that monetary stavility and the
development of an efficient market are essential w exchange vate stability.

The results show that the inflation rate does not rewum 1o its original level as there is a
tendency for inflationary shocks to be leng lived These shocks maybe perpetuated by the
nature of the stabilization process, the structure of the economy, the production function,

indexation and other institutional factors. Gther factors such as the pricing mechanism,

3t
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expectations and exchange rate specuiation. which are captured in the own innovartions of
the CPI and exchange rate are aiso wvery significant and create very strong inertial
tendencies. Stabilization policies must therefore be cognizamt of these influences which

frustrate the stabilization process.



Appendix i : VECM resuits
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