SEASONAL INTEGRATION AND
CO-INTEGRATION EXCHANGE
RATE AND MONETARY POLICY
DYNAMICS IN A CARIBBEAN
ENVIRONMENT.

Dr. Edward E. Ghartey
University of the West Indies
(Mona)



EEASCONAL INTEGRATION AND COINTEGRATION: MONEY AND EXCHANGE RATE
DYNAMICS8 IN A CARIBBEAN ENVIRONMENT

EDWARD E. GHARTEY, Ph.D.
DEPARTMENT OF ECONOMICS

THE UNIVERSITY OF THE WEST INDIES
MONA, KINGSTON, JAMAICA

November 26, 1994

JEL: Macro aspects of International Trade and Finance (F4)



INTRODUCTION

Most Caribbean nations have been experiencing balance
payments (BOPs) difficulties which appear to have grown worst i
the 1990s. In particular, the BOPs of Jamaica worsened from a
deficit of Us$ 0.3m. in 1965 to US$ 86.5m. in 1980. By 1991, the
BOPs deficit had reached US$ 115.1m.

buring the same period, Trinidad-Tobago’s BOPs deficit which
was USS$3.1m. in 1965 deteriorated to US$ 276.5m. in 1991, with some
significant improvement from the mid 1970s to early 1980s largely
stemming from oil price hikes by the members of the organization of
petroleum exporting countries (OPEC).!

The BOPs situation of the members of the Organizatién of East
Caribbean States (OECS) experienced minor changes during the mid
1970s and 1980s. In particular, Barbados which had a BOPs deficit
of USS$5.9m. in 1970 improved its BOPs position from USS$S 8.7m. in
1975 to US$ 22.3m. in 1985. However, the BOPs surplus could not be
sustained. By the close of 1991, the country’s BOPs position
registered a deficit of US$ 39.9m.

The poor BOPs performance in the Caribbean, especially,
Jamaica and Trinidad-Tobago result from high inflation and abysmal
real per capita economic growth. In Jamaica, for instance, the
inflation rate which was 3.2 per cent in 1965 rose to 14.3 per cent
in 1970. During this period Trinidad-Tobago had inflation rate of

3 per cent.

However, by 197%, inflation rate in Jamaica had risen to 17.8

P'rinidad~Tobago is a member of the OPEC. The BOPs of Trinidad-
Tobago experienced a surplus of US$S 458.im. in 1970, which
increased to US$ 648.3m. in 1980.
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per cent whilst that of Trinidad-Tobago rose to 17 per cent. Note
that this period immediately followed the first OPEC oil price
hike. From 1980 to 1990, the inflation rate in Jamaica averaged
about 25 per cent. However, in Trinidad-Tobago the inflation rate
dropped to 7.6 per cent in 1985. In 1991 Jamaica’s inflation rate
reached 51.1 per cent while Trinidad-Tobago’s inflation rate rose
by 11 per cent in 1990.

The inflation rate in Barbados remained below 10 per cent
throughout the periocd under study, with the exception of 1975 and
1980 when the country experienced 20.2 per cent and 14.4 per cent
inflation rate respectively. Note that these periods overlapped the
two destabilizing o0il price hikes by the OPEC members in 1973 and
1978.

The foreign exchange rate of Jamaica slided downward from 16.7
per cent in 1965 to 44.5 per cent in 1990. Infact from 1980 to 1985
the Jamaican dollar fell by 212.1 per cent. Trinidad-Tobago’s
foreign exchange rate fell from 16.7 per cent in 1965-70 to 73.5
per cent in 1985-90, while Barbados continued to maintain the same
foreign exchange rate from 1980 to 19%0.

In this study, we shall examine the 1long-run economic
implications of money, and exchange rates by developing an asset-
market theoretic model. The dynamic aspects of the model will be
studied from error correction representations (ECR) for the long-
run, annual and bi-annual periods. See Engle and Granger (1987) and
Engel, Granger, Hylleberg and Lee (EGHL) (1993).

Quarterly data covering 1960.1 to 1992.4 from various issues
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of the International Financial Statistics and Gordon (1983) are
used in the study, with the U.S. dollar as the standard exchange
rate.

In section 2, we shall review briefly the literature on money,
and exchange rates; develop the monetary approach to exchange rate
model, and discuss seasonal integration, cointegration, causality,
and error correction technigues in section 3. Section 4 will
contain the report of the empirical results. The conclusions will
be summarized in section 5.

2., LITERATURE REVIEW

The recent victory of free market system which was highlighted
by the failure of planned economies especially in Eastern Europe
has underscored the pursuit of liberalized markets. Most countries
have resorted to flexible exchange rate, albeit with some
adjustable peg twist. It has become, therefore, important to
develop a policy guide to govern exchange rate. See Artus (1978).

The monetary approach to determine the exchange rate evolved
from the early works of Frenkel and Johnson (1978), and Mussa
{1979). In particular, the requirements of purchasing power parity
(PPP) by convention are: long time series data, higher inflation
and/or drastic monetary shocks which clouds out real shocks, and
efficient foreign exchange markets. Dornbusch (1980), Frenkel
(1981) and Daniel (1986) failed to support the monetarists model
because of violation in some of the conventional requirements.

Frenkel (198i} attributes the success of PPP to hyper

inflationary environment. This was further supported by McNown and



4
Wallace (1989). However, Davutyan and Pippenger (1985) argued that
the PPP works under both stable monetary climate and hyper
inflation. This means that we can employ the monetarist model to
study the exchange rate in even small, highly open, and moderate
inflationary economies such as the Caribbean nations.

The viclation of PPP has been explained away by the fact that
relative prices are determined in commodity market which is less
efficient, while exchange rates are determined in asset market
which is highly efficient. See Dornbusch (1976) and Frenkel (1984).
We shall circumvent this problem by using the monetarists model to
determine the exchange rate. Here, the assumed steady state
condition equates inflation rate to money growth rate. See section
3 following.

The duration of our data coverage meets the long time series
requirement of PPP. Note that whereas monthly or quarterly data
increase the frequency of data, they are not synonymous to
increasing the size of data span. Hence our use of quarterly data
is not intended to improve the quality of dynamic relations. See
Hendry (1986) and Shiller and Perron (15985).2

However, guarterly data are used so that we can employ EGHL
test for unit roots at the seasons and the long run’?, and conduct

short run dynamic analysis using bilateral exchange rate-money

Tt was for this reason that Frenkel (1986) and Kim (1996) used
annual data.

‘Note that most of the studies which reject PPP for low
inflation countries using cointegration, do so for the long run.
Here, we will extend our study to examine if moderate or low
inflationary countries observe PPP at other frequencies.
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relationship between the U.S. and the Caribbean nations: Barbados,
Jamaica, and Trinidad-Tobago.

Finally, the efficiency of the foreign exchange markets in
each country are evaluated through a causality test between the log
of nominal foreign exchange rate and relative monies. See Caves and
Feige (1980).

3. THE MODEL

The monetary approach to determine the exchange rate and the
PPP relationships are derived below. See McCallum (1989) and
Schwarz (1973). Given GNP (Y), consumption (C), government spending
(G) and net exports (X), the goods market equilibrium real income
equation is specified as follows:

y=¢+i+9g+x

The behavioural egquations are

c = ¢(y,r)
i= i(y,r)
x = x(s, y/¥
So, Y=y(r, s, Y, 9);i ¥1<0; Yy Y35, 4 > O (1)

where the superscript f denotes a foreign variable.

The asset market is simplified by considering interest bearing
asset and money demand function. The latter is specified as
follows:

m-p = m{y,R), my >0, m <0 {2)

All small case letters denote the logarithmic forms of real

variables. Three definitions are added to complete the model. The

real exchange rate (s) or PPP is
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s, = & + p\ - p
Fisher’s effect is
r,= R - E(P+ - PJ), and
Covered interest parity is
R = R + E(e,, - ), where
Expectations are
Epy = E(p/fH) and Eey,,; = E(e,, /)
From behavioural equations {1) and (2), the equilibrium conditions
of the goods market and asset market respectively, can be re-
written as follows:
Y: =gy + o, + @S ooyl +oag + oy (3)
m - P =B+ BR *+ By + v (4)
By substituting the definitions for s and r into equation (3), and

R into equation (4), we obtain the following:

Yy =x * 5(R - E{Pu - BJ) + xle +p\ - p)
oy, f kg o+ ()

m =P =Tt TR+ Eley - e]) + Ty, + v, (6)
where,

r = real interest rate

R = nominal interest rate

Y = normal or market clearing real output

0 = all available information

E, = expectétion conditioned on N1 at time t

m = money supply or currency and demand deposits

p = price lével

The exogenous variables are g, e, p, p, R, and y'. The endogenous



variables are r, R, s, v and m. In the steady state,
Ag = 0, E(A[p+ - B1) = 0, El(A[eu! - &)) =0, Ayft = AY| = 0, AR =
0, and AR = 0, Ae,, = Ae, = Ae, Ap,, = Ap, = 4p, Ap| = Ap', Anm! = Anf,

and Am = Am, where A denotes the first difference. So, we have

0 x,(Ae + Ap' - Ap) (7}, and

Am -~ Ap = 0. (8)
Note that we have dropped subscript t which denotes period from the
steady state equations (7) and (8). The dynamic PPP relationship is
derived from equation (7) as follows:

Ae = &, + & (Ap - Apl) + €, &, 2 0, (9)
and the monetary approach to exchange rate relationship is obtained
by substituting Am = Ap and Am' = Ap' into equation (9) as follows:

Ae = qp + 1Ap + €,, 3, 2 0, (10)
where g = m - m. It should be noted that whereas the above
equations indicate that inflation rate or money growth rate (Au)
causes exchange rate growth rate (Ae), Frenkel (1978, p.183)
asserts a reverse causation to be the case. We shall therefore,
establish the direction of causation as part of the dynamic
analysis of the model. Note that the monetary approach means that
Ap causes Ae. However, a reverse causation can imply that the
foreign exchange market is inefficient. See Caves and Feige (1980).

In an attempt to test for seasonal integration and

cointegration, we shall test for unit roots in e and g, at
frequencies corresponding to & = 0, 0.25, 0.5, 0.75 of a cycle

(27). We shall consider all roots of modulus one in our test. Note

that any of these roots will cause the series to have long memory,
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infinite variance, and the estimated parameter will have non-normal

asymptotic distribution. See HEGY (1990).

The gquarterly data 1is stationarized with the seasonal

differencing operator (1 - B*). The operator is factorized as
(1 - B = (1 - BY(1 + B = (1 - B)(1 + B)(1 + BY
Now let i = ¥-1 so i? = =1. Therefore -i? = 1.

This yields,

I

(1 - BY (1 - B)(1 + B) (1 - iBY

(1 - B)(1 + B)(1 - iB) (1 + iB)
= (1 - B){(1 + B + B! + B
Thus, the seasonal difference operator has four roots: +1,
+i, and -i. The complex conjugate, +i and -i, are similar
guarterly data, and are both referred to as the annual cycle.
roots of the operator are: +1 (zero cycle), -1 (biannual cycle)

+i (annual cycle).

1
st
-

for

The

and

HEGY’s (1990} method is adopted to test for the class of

seasonal process. The autoregressive process.used to generate the

quarterly data is
$(B)x, = A + €

where,
X = the guarterly time series data
A = contains the deterministic seasonality
B = backshift operator
¢(B) = seasonal differencing operator
€ = Zero ﬁean white noise process

The root of ¢(B) 1is obtained from the following auxiliary



regression equation:
@ (B)Yiy = MY + ¥z + MYy

+ MY A Y eV t € (11)

where,
yo.= (1 + B + B? + Bl)x
yx = -(1 - B + B? - BY)x
Yu = =(1 = Bl)x, = - A

Yo = (1 - BY)x, = Ax

Equation (11) is estimated by ordinary least squares (OLS),
with an additional lag of y, as a regressor to whiten the
residuals. The distribution is the same. Additionally, seasonal
dummies and trend (deterministic terms) can be added. However,
these additions will change the distribution.

For a seasonal unit root test (zero frequency) ¢ (1) = 0, the
null hypothesis (H,): @7, = 0 1is set against the stationary
alternative hypothesis (H,): w, < 0. Thus rejection of H; means the
variable is stationary. In testing for seasonal negative unit root
(biannual freguency) ¢'(-1) = 0, Hy m, = 0 is set against the
stationary alternative H;: m, < 0. Finally, for the complex roots
(yearly frequency) |¢ (i)| = 0, Hyt m, = 7, = 0 is set against H;: =,
nm, #0." Note that the distributions are different for different
specifications of the model. Simultaneous rejection of seasonal

negative unit roots and complex roots imply that the data have no

1

‘See HEGY (1990) for a detail discussion of the sequential
test, and the c¢ritical values of the first two t-tests, and the
joint F-test.
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seasonality problems.

The ECR system for e and u are

A, = BIEC, + BLEC, + BEC

+ DNAY, + Dyl oy, (12}
and
A = B,"EC’,, + B;'EC/, + ﬁ;’EC’m
+ IN‘ A, + Tyl Amy, + ow', (13)
where
ECy = Hyy = Quqy ECTy = ey —~ @’ py,
ECh = Bni — %8y, EC/y = &4y — a'qfin,y

ECy = baua — @€yy = Quliyg = &s58y,

EC/3 = &35 = @'3llay — @/ @5 — @ gliy,

The cointegration relations at the different frequencies are
EC,,, EC,’, EC4, ECy’, EC,y, and EC;’. See Engle and Granger (1987).
4, DIBCUSBSION OF EMPIRICAL RESULTS

In Table la, we have tested for unit roots in e for all the
countries. There are no seasonal unit root in any of the countries.
However, there are unit roots at the zero frequency or the long-run
in Jamaica and Trinidad-Tobago; albeit, no unit root was found in
the long run in Barbados, except the case where there are no
deterministic components.

In Table 1b, ¢ has unit roots at the zero frequency but no
seasonal unit roots in all the countries. The results of
cointegration at zero frequency are in Table 2. Here, we find unit
roots in all the countries. Thus, there are no cointegration in the

long run. However, in Table 3, e, and u, are cointegrated at the
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Table la: Tests for unit roots in the log of nominal exchange rates

(e} in Barbados (B), Jamaica (J) and Trinidad~Tobagqo(TT)*

Long- Bi-
Det. un annual annual F:
var. Comp.  &im, rim, tem, tim, 7,0,
BS - 0.84 -4.78 ~5.83 -3.61 24.70
I -4.26 -4,94 ~6.02 -3.68 25.96
1,8 -4.23 -4.990 -5.98 -3.65 25.37
1,T -4.06 -4.98 -6.05 -3.73 26.27
I,s,T ~-4.02 -4.94 -6.01 -3.70 25.69
J$ - 1.72 -5.61 -2.29 ~7.98 54.99
I 1.25 -5.62 -2.37 -7.98 34.07
I,S 1.29 ~5.59 -2.47 -8.15 35.76
I,T ~1.13 -5.50 -2.45 ~7.65 31.80
1,8,T -1.02 -5.47 -2.54 -7.81 33.34
TT$ ~ 1.83 -6.87 -4.56 -7.50 52.02
T 0.10 -6.86 -4.57 -7.46 51.76
1,8 0.09 -6.73 -4.52 -7.43 51.41
1,T -2.08 -6.91 -4.83 -7.24 52.21
1,8,T -2.06 -6.80 ~4.79 -7.20 51.81

*Notes: critical values at a 0.01 significant level for sample
sizes 48 and 100. See HEGY (19%0).

Det. Long-run Biannual Annual F :
Comp. t: m t:n t : 7, t : 00,
I, 48 - 2.72 - 2.87 - 2.66 - 2.51 5.02
100 - 3.66 - 2.61 - 2.55 - 2.43 4,89
5,1, 48 - 3.77 - 3.7% - 4.31 - 2.86 9.22
100 - 3.55 - 3.60 - 4.086 - 2.78 8.74
T,I,48 - 4.23 - 2.65 - 2.68 - 2.41 4.64
100 - 4,07 - 2.58 - 2.56 - 2.38 4.70
i,s8,T,48 - 4.4¢6 - 3.80 - 4.4¢86 - 2.75 9.27
100 - 4,09 - 3.60 - 4.12 - 2.76 8.79
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Table 1b: Tests for seasonal unit roots in the log of domestic-
U.S. monev supply (u)] in Barbados (B}, Jamaica (J), and Trinidad-
Tobago (TT)*

Long- Bi-
Det. run t:w, annual Annual F:
Var €omp. t:m, rim tim, T,0m,
B 4 - ~1.45 -5.94 ~6.60 -5.09 51,73
I -2.09 -5.78 -6.72 -4.74 45.88
I,S -2.19 -6.19 -8.02 -4.94 76.57
7T -1.38 -5.74 -6.54 -4.70 47.06
I,s,T -1.18 -6.10 -7.84 -4.91 72.66
Jr U - 1.69 -3.30 -2.42 -4.47 12.98
I 2.07 -3.41 -2.61 -4.62 14.12
I,S 0.04 -3.37 —-2.59 -4.47 12.33
I,T 2.43 -4.77 -4.35 -7.01 33.54
I,s,T 0.77 -4.76 -4.34 -6.91 32.97
TT: p - -0.20 -5.81 -8.96 -5.11 89.91
I -0.87 =5.76 -8.83 -4.95 84.31
I,s -0.95 -6.75 -8.79 ~-4.79 80.52
I;T -0.88 =-5.76 -8.82 ~-4.91 83.87
I,s,T ~-0.87 -6.73 -8.77 -4.74 80.05

*See the notes in table la. I is intercept term, T is
time trend (t), and S is seasonal dummies sl1, s2 and s3.



Table 2: Cointeqration estimates at zero fregquency:
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Long run'

Cointegration Reqression Auxiliary Reqression

Coef,
of
Indep.
Dep, vars.
Var. Loyl
Barbados:
By -1.016
[24.62
gy 9.45
[2.99]
By, 3.60
(1.79]
Jamaica:
By, .75
(24.93
By 0.86
[31.63
Ly, 0.25
[7.91]
Trinidad-Tobago:
My G.64
[10.01
by, 1.84
[11.18
By, -1.56
[5.83

Det.
Comp.

Det.
comp.

T, 1

I

T,1

f of
Lags

%,

The auxiliary regression is Ay, = mu, + Ay, + €,

the residual from the cointegrating regression.

where u, is
R’ is the

adjusted coefficient of determination, and DW is the Durbin-
.Watson statistic.

See also notes in Table 1la.



Table 3: Cointegqration estimates at 1/2 fregquency: Biannual®

Cointegration Regression Auxiliary Regression

14

Coef.
of
Indep.
Dep. vars. Det. Det.
Var.  (e;)  Comp.  Comp. R D.W. & m
Barbados:
B 0.232 - 1 0.59 2.102 -3.37
[0.384]
Lo 0.165 I 1 0.59 2.085 =3.39
(0.280)
By  0.156 I,s 1 0.59 2.097 -3.36
[0.253)
Jamaica:
L 0.299 - 1 0.58 1.700 -3.16
[4.099]
798 0.168 I 1 g.62 1.700 =-3.21
[2.273]
1o 0.195 I,s 1 0.64 1.800 . -4.30
[3.092]
Trinidad-Tobago:
179 -0.156 - : 1 0.62 2.31 -2.55
[0.690]
By ~-0.261 I 1 0.63 2.27 -2.61
(1.136)
Loy -0.190 1,5 1 0.66 2.33 ~3.34
[0.909]
'The auxiliary regression is (v, + v) = m(~v,) + A (Vy + V)

+ €', where v, is the
regression.

residual from the cointegration
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Table 4: Cointegration estimates at 1/4 (and 3/4) frequency:
Annual®
Cointegration Auxilia;x Unit Roots Test
Regression Regression in Residuals
Coef., of
Dep. Indep. Var. Det. Aug. F:
Var. fe;){e,,) Comp LagZ R D.W. tim, tim, mnm,
Barbados:
L, 0.19 0.47 -~ 1 0.57 1.87 3.17 2.06 7.1
0.32 0.84
. 0.22 0.42 I 1 0.58 1.86 3.16 2.07 7.1
0.36 0.74
M, 0.31 0.08 I,s 1 0.64 1.89 4,04 3.42 13.4
0.57 0.16
Jamaica:
Ko, 0.17 0.12 - 1 0.61 1.78 2.20 4.20 11.2
1.862 1.13
Bs, 0.21 0.05 I 1 0.66 1.78 2.38 4,33 12.2
1.09 0.50
13 0.06 0.13 1,5 kN 6.71 1.93 3.94 6.59 29.8
0.70 1.57
Trinidad-Tobago:
Hy 0.03 0.60 - 1 .72 1.87 5.94 1.70 19.0
0.17 0.00
Ha, 0.02 0.06 I 1 0.71 1.8s8 5.91 1.73 18.9
0.09 0.29
Ha, 0.06 0.04 1,8 1 0.72 1.92 4.58 2.58 15.2
0.30 0.19

'The auxiliary regression is (w, + w,) =
g F W) .
cointegration regression. See also notes

81 (W

-+

F
€, ’

where w, 1s the

ﬂ3 ( —."l’l.z) + ﬂ‘ (-Wl_] ) +
residual from the

in Table la.
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biannual period for Barbados and Jamaica. In Trinidad-Tobago, the
cointegration is strong only for the case where the deterministic
component. consists of an intercept term.’

In Table 4, e, and i, are higly cointegrated in all the
countries. Thus, cointegration exists for six months and a year.
The ECR results are presented in Table 5a. Cointegration exists for
all the countries at the bi-annual and annual periods. However, in
Trinidad-Tobago, the cointegration is weak at the bi-annual periocd.
In Table 5b, cointegration exists at the bi-annual peried in all
the countries. However, Trinidad-Tobago reveals non-cointegration
at the annual period. The non-cointegration at the long-run in all
the countries means that the level form of the variables are non-
stationary.

Having established an absence of seasonality problems in the
data, we proceed to test for the order of integration using
Mackinnon’s (1990) critical values for the bickey—Fuller (DF} and
the augmented DF (ADF) tests . The results in Table 6 indicate that
with the exception of e in Barbados, all the level form of the
variables in all the countries are insignificant. However, Ae and
Ay are significant at the 0.01 level in all the countries. Thus,
the entire series are integrated of order unity, I(1,0).

In Table 7, we present causality® and cointegration results of

Ssee HEGY (1990, p.226) for critical values at a 0.05
significant level:

See Ghartey (1993) for details abouyt the test of the causal
relationships. We have been very brief here to conserve space.
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Table 5a: Estimated results of ECR at 2ero and seasonal
frequencies®: Money growth rate as a dependent variable

Barbados:
Am, = - [20,'405791 ECL 13 6811 *EC = [3.528] ECe * 4.121) M
- (0.479] 1/ R* = 0.66, D.W, = 1.85
Abe = - () 95) ECue - [30.'969331 FC - [30.'43393} Gy + 3 5301 M
Sk - 2lsent ¢ dlszah T 03
* (2446172 * (1078115 * [0.009] Ve B? = 0.70, D.W. = 2.02
Jamaica:
Bope = - [‘E:ZSZ]E% - [z?.'éz_f;] e T [-30‘.9350451 ECe [90.'592:] A
. {30_'311129] Ay R? = 0.71, D.W. = 1.61
Bibe = - (329081 BCe = (35351 BC = (5 543) EChe * (7. 1as)h
- (0:3981% ~ (134214 * (1.518)M * (10322175
+ [gfgggﬂz - [gféig]"’a * [‘{;Sﬁé]n, R* =0.73, D.W. = 2.03
Trinidad-Tobage:
A, = - {1.%?3%%&“ - [2?,'722097] ECye - [40."?1‘.;52] EGy, [40.'337957] vy
- (8 938)Yar R? = 0.70, D.W. = 1.72
Bube = - (310991 8C - (35201 5Co = (3 595) +BChc * (3 64z ks
* 11.2131% ~ [0isea1hs - [3233{15114 i [31333171
QB B Qv ® 070, o 17

Notes: The absolute values of the calculated t—stacist;ics are
reported within the square brackejt:s.‘ DW-statigtics show
no autocorrelation problems. » significant at a 0.01 level,



Table 5b: Estimated results of ECR at zero and seasonal _

frequencies®': Exchange rate as a dependent variable

Barhados:
Beee = = (21927156 = (3211 B - (5 s14)Be = (15131 %
- (149971 R =0.54, D.W. =1.38
Aer = = (9 803) ECle - [30.'747313] ECe - [70.'363831] EC: - (017701 M
- 12125004 * (1:2501% ~ [1.0741% ~ [0)848]Ts
[8 ggg]yz (o Sgé]ya [2 3751 ¥as R? = 0.66, D.WH. = 1.
Jamaica:
Bee. = - (1389 ECl: - [f:jﬁ;.ﬁxér— [gfjgga'ﬁxg= * [::sgf]‘ll
s [70.'156012] Wy, R?=0.86, D.W. = 1.42
Ao = - (08681 ECle = (1.574) ECie - [50511;] ECe + (1 Teo1 M
(g ggg]l [8 gs%}" * [3233?]1 * [70.'39851 T2
© [3.052)%2 * (0.753]1Ts * (0.292) Yer R = 0.88, D.H. =
B.e. = [0l5¢5) ECl: - [50375155] EGit = (0451 BChe [;35:?] A
. [8 ggg]yl, R? =0.66, D.W. =1.86
e, = [01 D002199] ECY, - [40.l8844()9] ECe + [g:gg'?] ECY. - {g géé]
+ 3a%iﬁ5 [g ggg]l [gfgggll* * [g 24311
0.249 0.408 0.1014 - 0.68, D.H. = 2.

* 11.5791Y2 = [2.748]Ys * [1.016) Yer R*

1

See notes ina Table Sa

74

18

.75

06



Table 6: Tests of order of integration I(1,0).*
Variable DF (K = ADF (K = 4)
Barbados:

e - 9.50° ~4.26"
i - 2.35 -2.41

Ae -10.38" -3.94"
Au - 8.49° ~3.27

Jamaica:

e 1.37 1.25

U 2.20 2.07

Ae - 6.02° -4.45°
Ap - 8.40° ~-4,117
Trinidad-Toabgo:

e - 2.31 -2.01

i - 0.67 -1.02

Ae - 7.97 -5.42"
Ap - 7.33" -3.20
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"MacKinnon’s critical values for both DF and ADF tests for both
level and difference logarithmic forms of the variables are given
as follows: -4.06, -3.46 and -3.16 at 0.01, 0.05 and 0.10
significant levels respectively. °, ™ and " denote significance at
a 0.01, 0.05 and 0.10 1levels respectively. The figures in
parantheses are the number of lagged residuals.



Table 7: Causality and cointeqration results and tests of the

growth rate of exchange rate

fAe]

and the growth rate of

ep. Var.

Ae

Barbados'
Jamaica

Trinidad-
Tobago

Ap
Barbados
Jamaica

Trinidad-
Tobago

domestic-U.S.

monies (Au).*

Coint. Vectors

Ag

-0.003
-0.066
0.054

1.000
1.000
1.000

Ae

1.000
1.000
1.000

-0.070
~0.057
0.232

Coef.

residuals

u,, DF(k=1] F-test
-1.395 -10.41 0.107
-0.605 - 5,98 0.611
-0.807 - 6.26 0,019
~-1.339 - 8.54 1.889
~-1.168 - 8.66 6.587
-0.724 - 4.28 0.669

Causal
Direct.

Ae=Ap
Ae=Apy
Ae=Apu

Ap=ae
Au=Ae
Ap=Ae
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*MacKinnen’s critical values are -4.02,
0.05 and 0.10 significant levels respectively. 'At the level form
the F-statistic for e = p is 3.67, and it is significant at the
0.05 level. = denotes direction of causation.

-3.40 and -3.09 for 0.01,
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Table 8: Estimates of the ECR system {Long-run casel}®.

Barbados:
_ 0.002 0.029 0.073 0.013
e = (1.442] ~ (1. 247]‘Ap -1 [o.sso]f-\e-l - [1.913]..(:9_1 +0.85u,)

R?® = 0.03, D.W. = 1.89, ARCH(1) = 23.72*', 01} = 0.05

 0.080 _ 0.034 . 0.029 _0.060
AP = - (1.843] " [0.305] 8B~ [0.0531881 - [2.018) (Ha * 1.03e,

R? = 0.02, D.W. = 2.02, ARCH(1) =1.55, O(1) = 0.04

Jamaica:
_ 0.024 0.200 0.417
Be: = [2.403] * [2.288] " PH1 ¥ [5.16914%1 - [2 099] (e, - 1.12p,)

R? =0.22, D.W. = 2.02, ARCH(4) = 0.34, 0{(4) =0.27

- 0.038 _ 0.052 . 0.009 _ 0.061 )
Ape = 11.537] ~ [0.565]4%4 ~ [0.101]2¢ [1.985] (B = 0.75e,)
0.001
(2.890]"
R? = 0.04, D.W. = 2.01, ARCH(1) = 0.98, O{1) =
i dad-Tobado:
_0.010 0.003 . 0.172 _0.008
Ae; = [1.780] * (0.072]1 2% 7 [1.966] A1 " [0.960] (€1 ~ 0.73K,)

R?2 =0.01, D.W. = 1.97, ARCH(1) = 0.67, O(1) = 0.03

. 0.042 _ 0.163 0.044
AR = 12.985] 7 [1.828] AP * [0.236]8€ - [o 723] (., - 0.64e,)

_ 0.043 _ 0.016 _ _ 0.066
[2.044] 5 [0:816] 52 [3.265]"

R? = 0,11, D.W. =1,92, ARCH(1}) = 2.20, £(1) =0.07°

Sy

*Notes: Ljung-Box Q statistics show the series to be white noise.
The ARCH tests are insignificant in all cases, except for Ae in
Barbados. The t-values are 'in square brackets. The number in
parantheses for Q are the number of correlations computed. The
number of lagged residuals of the autoregressive conditional
heteroscedasticity' (ARCH) tests are in the parantheses. *, *% and
*%* indicate significance at a 0.01, 0.05 and 0.10 levels
respectively. The DW statistics show no autocorrelation.
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e and p. Cointegration is found in all cases. However, the F-tests
indicate that with the exception of Jamaica where Au causes Ae, no
such causation exists in the other countries.

In Barbados, since e was stationary at the level form, we
tested for causality at that level. Here, we find that e uni-
directionally causes pu which indicates an inefficient foreign
exchange market in the country. Thus, monetary approach to
determine exchange rate holds only in Jamaica.

In Table 8, the ECR estimates show that deviations from PPP
cannot be corrected in a quarter in Trinidad-Tobago. However, in
Barbados and Jamalica, a deviation from PPP will result in about 1.3
and 4.5 per cent devaluation in the respective countries within a
quarter. Additionally, a similar deviation from PPP will result in
about a 6 per cent drop in Ap in Barbados and Jamaica.

In all these cases, the level of significance are weak.
However, the Ljung-Box Q statistics in Table 8 indicate no serial
correlation problemn. The ARCH tests also indicate no
heteroscedasticity, except in equation Ae for Barbados. In cases
where there were indications of autocorrelation problems, we
included a trend term and seasonal dummies to remove them.’ The R?
is low in all cases. However, in comparison with the DW statistic,
it only indicates that the regression is spurious at the level

form. See Granger (1990), and Granger and Newbold (1974).

A random walk with drift which resulted in a negative R? in
equation Ap for Jamaica was corrected by adding a trend term. In
Trinidad-Tobagoe, an autoregressive conditional heteroscedasticity
was corrected by adding seasonal dummies to equation Ap.
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%, CONCLUBION

In this study, we have examined seasonal integration and
stationarity of the level forms of the log of nominal exchange rate
and relative monies in Barbados, Jamaica and Trinidad-Tobago. There
are no seasonality problems in the series for the countries.
However, there are unit roots in the long run in the data for the
countries, except Barbados, where the level form of its exchange
rate is highly stationary.

Additionally, the DF and ADF tests show that Ae and Ap are
stationary in the countries. Exchange rate and relative monies are
cointegrated in six months and a year. The first difference forms
of these variables are cointegrated in all three countries for the
long run. Thus, PPP ig valid in all the countries.

The ECR estimates indicate that a deviation from PPP cannot be
corrected in a quarter in Trinidad-Tobago. However, in Barbados and
Jamaica, there are indications that a deviation in PPP will result
in about 1.3 and 4.5 per cent devaluation respectively in a quarter
before returning to equilibrium, ceteris paribus. Furthermore, in
Barbados and Jamaica, there are indications that a deviation from
PPP will cause about 6 per cent drop in the growth rate of money
supply, ceteris paribus, before returning to eguilibrium.

The causality test reports indicate that Apg uni~directionally
causes Ae in Jamaica. There are no such causal relationship in
Barbados and Trinidad-Tobago. However, e uni-drectionally causes p
in Barbados. Note that e is highly stationary in Barbados.

The basic conclusion is that PPP holds even for a small,
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moderately and low inflationary but highly open economies in the
Caribbean. These results lend credence to Davutyan and Pippenger’s
(1985) thesis. Additionally, equilibrium relationship exists
between these two variables for six months and a year in the
countries. These findings suggest that the previous studies which
invalidated PPP, such as Frenkel (1978), McNown and Wallace (1989),
and Sarantis and Stewart (1993) should be further examined by using
EGHL (1993) test for biannual and annual pericds.

Finally, we find that the monetary approach to determine
exchange rate holds only in Jamaica. Monetary policy can therefore
be employed appropriately to control exchange rate there. Similar
conclusion cannot be made for Barbados and Trinidad-Tobago because
of insignificant results. In Trinidad-Tobago, this may be caused by
the external influence of oil revenues on its money supply and
exchange rate.

However, in Barbados, the causal direction of the level form
variables suggests that its foreign exchange market is inefficient.
Admittedly, this latter result is not robust, never the less, the
importance of the Barbadian government acting to improve the

efficiency of its foreign exchange market cannot be gainsaid.
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