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The Monetary Approach to the Balance of Payments —
A Simple Test of Jamaican Data

INTRODUCTION

A central proposition of the Monetary Approach to the
Balance of Payments (monetary approach) is that the balance
of payments is a monetary phenomenon requiring analysis
with the tools of monetary theory. Although real factors are
not excluded, the demand for and supply of money are the
central theoretical relationships used in the analysis of the
balance of payments.

Empirical tests of the fixed exchange rate model of the
monetary approach have focused on the aceuracy of its pre-
dictions, and the validity of its assumptions. Surveys of the
empirical literature can be found in Donibrecht [11] and
Krenin and Officer {22]. (See also, Bhatia [2] and Uddin
[33]). In general, mixed results have been obtained, and
researchers have utilized different specifications and data sets.

This paper employs annual Jamaican data to estimate
the relationship between domestic credit and international
reserve flows using both reserve-flow and sterilization formu-
lations. Given a theoretical structure, the focus is on. the use
of extensive tesling procedures to avoid the possibility of
spurious inference from misspecified models. Diagnostic tests
are thus used as a means of evaluating model adequacy prior
to the examination of the theoretical predictions. The results
for broad money indicate that for the period analysed, the
proposition of the monetary approach that an increase in the
domestic component of the monetary base leads to an equiva-
lent outflow of rescrves could not be rejected. However,
changes in rescrves were sterilized by the authorities.
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The conceptual framework for tesling the monetary
approach is oullined below, and following this, the resubls
are presented. The final section summarizes the conclusions.

RESERVE FLOW EQUATION

Under fixed exchange rates, changes in international
reserves are a result of the excess demand for or supply of
money as a stock. The dependent variable can be levels,
changes, or rales of growlh of international reserves. The
determinants of the demand for or supply of money consti-
tute the right-hand-side explanatory variables.

Tests of the predictive power of the monetary approach
tend to consider the predictions of the effects of the money
supply and the demand for money, or their determinants, on
the balance of payments. These translate into sign and/or
magnitudinal predictions in the estimating equation.

Consider the demand for money function
d
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whereMd  i5 the demand for nominal money balances,
P is the domestic price level,

is the domestic real income,

is the domestic rate of interest, and

is the rate of inflation.
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Differentiating (1) yields
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where m =Md/P is the demand for real money balances.

Thus,
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wherez = dz/dt

withnmy > 0, Tmy < 0, and Ty < O being the elasti-

cities of the demand for real money balances with respect to
real income, the interest rate, and inflation respectively.

(4) can be rewritten as
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Let the money supply be defined as the product of the money
multiplier (a) and the stock of high-powered money (H) with
H being decomposable into international (R) and domestic

(D) components (usually international reserves, and net
domestic Habilities of the monetary authorities respectively).

Then

M=aH=a(R+D) (6)
and
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If we assume that the demand for nominal money balances
equals Lhe supply (Md = M), then (5) and (8) imply

ézé[é+ Voo T ;_5]_15.15
=100 n = T g e = -z
R my mr R D 9

Ny 2 — 2
P y T mr e

R a




Mu.:f.nuulés B e o it e e s

or

RJP ., v i, ‘1}_&]_1'3
[T’ nmyy— nmrl—_ ”mn; 285 ao

H

(10) assumes that the demand for money function is homo-
geneous of degree one in prices. The analysis also assumes the
existence of a stable long-run demand for money function.
Both of these assumptions are testable.

Assuming the existence assumption to be valid, we can
test the homogeneity assumption as 2 coefficient restriction
of an unrestricted specification of (10), namely:
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where the expected signs and magnitudes are
o =1, ) > 0, a3 < 0, &4 < 0, Ot5=016=*1.

Thus, an increase in the growth rates of real income and
prices will lead to improvements in the balance of payments,
whereas reserve losses will occur as a result of increases in
the growth rates of the rate of interest, inflation, the money
muljtiplier, and the domestic credit variable.

The coefficient on the domestic credit variable, called
‘offset coefficient’, is expected to have a value of minus
unity. It measures the degree to which changes in the domes-
tic component of the monetary base are offset by changes in
international reserves.

If we alter the role of the money supply variables so
that the domestic component of the monetary base is now
the dependent variable of a regression equation with reserves
and other variables on the right-hand-side, then the coeffi-
cient of the international reserves variable — expected to be
zer0 — is known as the ‘sterilization coefficient’. It measures
the authorities’ use of monetary policy to counteract the
impact of reserve flows on the monetary base. To the extent
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that neither the offset nor the sterilization coefficients have
a true value of zerp, then the use of ordinary least squares
will cause simultaneous equation bias in the estimated coeffi-
cients (see Kouri and Porter [211, Magee [26]). In fact, the
biasis upward towards minus unity (or even beyond). Further
simultaneous equation bias will arise in the reserve-flow
equation because it ignores the identity AR = AH — AD.
Consequently, the overzll effect of simultaneity is to bias the
offset coefficient test in favour of the monetarist prediction.
At a minimum therefore, a systems estimation method (e.g.
Two-stage Least Squares (2SLS)) should be utilized.

Another source of potential bias in the offset coefficient
— In this case downward towards zero — can be due to the
omission of the CD variables of foreign trading partners
[De Grauwe 9, 10], the expectation being a positive marginal
effect on the domestic country’s balance of payments. Useful
proxies include a world interest rate, and a suitably weighted
average of foreign' CD’s. Of course, a foreign interest rate may
enter the demand for money function in an open economy
on its own merit (see Hamburger [17]). Figure 1 shows the
close relationship that existed for most of the estimation
period between the Jamaican (domestic) and UK (foreign)
treasury bill rates. Interest rate policy, particutarly duoring
the early part of the estimation period, followed a defensive
role whereby foreign interest rate changes were matched by
domestic inferest rate changes in order to mitigate capital
flows,

The above refinements are incorporated into the analysis,
and the following equation is estimated.
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where 1y s a foreign rate of interest,
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DCfJ- is a foreign credit variable, and

€ is the conventional error term with standard pro-
perties.
Equation (12) allows us to test directly for the omission of
variables.

The inclusion of both real income and a domestic-
foreign interest rate differential provides a discriminating
test of the opposite predictions of the monetary and non-
monetary approaches, in that the interest rate differential
should capture the effects of interest-induced capital flows
The above domestic-foreign interest rate relationship suggests
that an interest rate differential may not be discernible given
that the two rates are approximate transformations of each
other. However, opposite signs on a5 and a5 could favour an
interest-rate-differential interpretation; @3 = = g is not a

strictly valid test since the growth rate of the difference is
not equal to the difference of the growth rates.

RESULTS

OLS Estimates

Ordinary Least Squares estimates of equation (I2) are
reported in Table 1. The results indicate that the coefficients
have the expected signs; the assumption of price homogeneity
is not supported by the data. Further, the income elasticity
seems low and is poorly determined; however, it is approxi-
mately equal to the price elasticity in all the regressions
reported. This could be interpreted as indicating that the
relevant demand for money function could be specified in
terms of nominal income; also, some degree of money illusion
exists as the demand for nominal money balances does not
increase equiproportionately with prices.

The hypothesis that the offset coefficient is minus unity
(0‘6 = —1) is easily accepted at the 5 per cent level. Krenin
and Officer [22] argue that the criteria to be used in validating
the monetarist claim should be:
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“(a) statistically significant,
(b) not significantly different from the theoretically
expected value.
[and] (¢} considered as a point estimate, the coefficient is
close to the predicted value”.

£t

So acceptance may require “significantly different from, say
—0.80 or —0.90, while not being significantly different from
=17 [Krenin and Officer 22]. The coefficient on the money
multiplier is also insignificantly different from unity (t-statis-
tics range from 1.05 to 1.17); however, with a point estimate
of 0.89/0.90, criterion (c) above would not be satisfied.

The foreign credit variables (domestic credit of the UK.
and U.S. respectively) are insignificantly different from zero
at the 5 per cent level, and, in general, have negative signs. A
composite foreign credit variable, defined as the sum of the
two foreign credit variables, also proved to be stat1stlca]1y
insignilicant. The composite foreign credit variable is the one
used in the results reported below.

Both the domestic interest rate and the domestic-
foreign-interesterate-differential variables are statistically in-
significant. The coefficient on the foreign interest rate
variable is negative and attains a t-value of unity when the
domestic interest rate is omitted (g = 0). If the foreign rate
of interest is a significant determinant in the reserve-flow
equation, it would seem to be more as a determinant of the
demand for money balances, with an opportunity cost inter-
prefation. Further, the rates of growth of the foreign interest
rate and inflation seem to be collinear in that the coefficient
on the latter “‘approximates significance”™ only when the
former variable is excluded from the regression equation.

Tabie 2 presents the fuil set of OLS estimates for the
reserve-flow equation. The equation estimated is:
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where FDC is the composite foreign credit variable referred
to above. The notion that the predictions of the monetary
approach may be invariant to the definition of money used
is investigated by estimating the above regression equation
- for botH broad (M2) and narrow (M1) definitions of money;
M2 includes currency, demand deposits, plus time and savings
deposits -

Linear regression analysis assumes that the unobservable
disturbance term satisfies the classical assumptions of homo-
scedasticjt{r, and serial correlation. Tables 2(b) and 2(c) lista
set of diagnostic tests based on the estimated residuals of the
five pairs of equations in Table 2(a). The normality test is
based on Bera and Jarque [1]. Of the two misspecification
tests, MS1 is Ramsey’s RESET [28] and includes predictions
up to the fourth power; MS2 tests for the omission of the
lagged regressor set (excluding any redundant variables).
Three tests of heteroscedasticity are reported: Engle’s ARCH
Test (see Engle [12] and Engle er al [15]); an evolving
coefficient variation test based on the square of the regressors
(HT1); and a variant of Whife's misspecification test [34]
that uses the vector of estimated coefficients as weights on
the cross-product matrix (FT2). The test, described in Pagan
and Hall [27], gains power in certain directions in being a
chi-square with one degree of freedom. The variant reported
includes predictions up to the second power and is conse-
quently chi-square with two degrees of freedom. ACI (up _ 1)

and AC2 (uy _ | u ) are Lagrange Multiplier tests for

Serial Correlation up to first and second order respectively.
AC3 (up) in contrast to AC1 and AC2, tests for first order

non-linear serial correlation (see Pagan and Hall [27]).
Finally, three parameter constancy tests are included: PCI is
_ a chi-square test based on squared prediction errors, whilst
PC3 is the Chow [3] test for structural change when the
number of observations is less than the number of regressors.
PC2 is the mean average forecast error which is arguably a
more informative diagnostic than one based on the equation
standard error (see Harvey [18] for description and comment
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on the parameter constancy test). In-addition, the regressors
should be weakly exogenous [Engle et al 14] for the para-
meters of interest. Whilst the validity of the instrument set
in the instrumental variables regression [Sargan 29, 30] -
(see ¢ statistic in latter paper) can be suggestive, a direct

‘test of weak exogeneity can be performed along lines explored
in Engle {13]. (For other definitions and tests of exogeneity,

see Jacobs er al [20], Sargent [31], Sims [32] and Wu
[35, 37]). The test for weak exogeneity was not performed;
however, instrumental variables estimates are reported below.

The approach adopted is that inference is at best
hazardous'if the mode! is not adequately specified. It is clear
from Table 2(b) that equation 4 (row 4 of Table 2(a) satisfies
all the tests, except that for first-order non-linear serial corre-
lation. In Table 2(c), the same equation satisfies the serial
correlation tests, but fails the parameter constancy tests.
Thus, equation 4 of Table 2(a) is tentatively adeqﬁate in the
class of models that exhibit linear serial independence when
a broad definition of money is used. The data clearly support
the prediction of the monetary approach to the balance of
payments that an increase in the domestic component of the
monetary base will lead to an equivalent outflow of inter-
national reserves. Further, the positive price and income
elasticities indicate acceptance of the predictions that an
increase in the rate of growth of either prices or output will
improve the balance of payments. Like the previous result,
the coefficient on the money multiplier is insignificantly
different from unity, but as a point estimate, it is insignifi-
cantly different from 0.90.

On a more general note, the results in Table 2(a) lend
support to the notion that the rates of growth of inflation
and the foreign rate of interest are potentially collinear. For
money broadly defined, inflation is significant at the 5 per
cent ievel when the foreign rate of interest is omitted and the
foreign rate of interest is most significant — albeit not at the
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S per cent level — when the inflation variable is omitted. An
additional observation is that the regression equation for the
misspecification test MS2 indicated t-values in excess of
unity (1.5) for one of the variables, lagged MR. Including
lagged MR in the preferred equation produces row six for
M2 in Table 2(a). Not surprisingly, it satisfies all the diagnos-
tics. More significantly, the mean forecast error is reduced
by approximately 38 per cent. Further, the coefficients on
domestic credit and the money multiplier are now both insig-
nificantly different from unity, and satisfy the point estimate
criterion. This may be an indication that the money supply
process is not as simple as posited.

Whilst the coefficient on the money multiplier is appro-
ximately equal for both M1 and M2 equations and insignifi-
cantly different from unity, they are insignificant, as point
estimates, from 0.90. The offset-coefficient is significantly
reduced in the M1 equations and in some equations signifi-
cantly different from unity. Further, only the coefficients on
the money multiplier and domestic credit are statistically sig-
nificant.

The OLS results can be summarized as favouring the
offset-coefficient prediction of the monetary approach when
a broad definition of money is used, and lending some support
to the money-multiplier-supply process when the narrower
definition of money is used.

SYSTEMS ESTIMATION

The OLS results assumed that the right-hand-side ex-
planatory variables were exogenous and determined indepen-
dently of the rate of growth of international reserves. In par-
ticular, the domestic credit variable is exogenously determined
independently of international reserves. In fact, the mone-
tary approach assumes unidirectional causation running from
domestic credit to international reserves. If the domestic
credit variable is in part determined by the international
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reserves variable, then the OLS estimates of the reserve-flow
equation will be biased. In this section, the assumption that
the domestie credit variable is exogenously defermined inde-
pendently of international reserves is relaxed. Table 3 and 4
report the results for the reserve flow and sterilization equa-
tions using ihstrumental variables, whilst Table 5 is a set of
Three-Stage Least Squares (3SLS) estimates which take
account of non-zero covariance ferms across the equations.

A similar set of diagnostics for evaluating model adequacy
are also presented (see Pagan and Hall [27] for details). A few
observations are pertinent. The Bera-J arque Normality Test,
computed with GIVE residuals, requires “the joint distribu-
tion of the disturbances of the reduced form equations of the
dependent variable and the current endogenous variables
being used as explanators” to be jointly normal [27]. Thus,
we need to maintain normality for all the included endogenous
variables. The normality assumption is assumed in Tables 3
and 4. Table 5 tests the residuals of the three-stage least
squares estimates for bivariate normality {Cox and Small 4].
The OLS regressions for residual serial correlation are based
on the predictions of the regressor set on the matrix of
instruments. With regard to the heteroscedasticity tests Pagan
and Hall [27] show that for heteroscedasticity of the form

o} = o? +yz, =8d;
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where X = W{WW) -1 W'W, W is the Instrument set, X is the -

the regressor-set, and ¥ is the matrix of regression coefficients
of XtUt‘ on D = cl1J The above assumes normality. As

estimator robust to non-normality (i.e. does not assume
normality) is alsc provided, the asymptotic covariance mairix
being
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with Hi being the jth moment of u,.

The test utilized for = 0 is based on the quadratic form

yv —ly‘ — X? (q) where q is the dimension ality of z;, and vl

is a2 Jower-submatrix of the inverse of the variance-covariance
matrix of 5. {See, for example, Hausman {191 and Wu [36]).

A comparison of the QLS estimates with those of Table
3 indicate that, for the offset and multiplier coefficients, the
OLS estimates exhibit a uniform upward bias for the M2
formulation, and a downward bias for the M1 formulation.
The diagnostic results are similar to those of Table 2. The
offset coefficient prediction for M2 in equation 4 is again not
rejected by the data. However, of the remaining equations —
with the exception of the moeny multiplier coefficient in
equation 5 — the offset and money multiplier coefficients
are not supported by the data. If we recall the OLS results,
the offset coefficient prediction was not rejected for M2 and
not supported for the M1 definition.

The above results seem to supgest that the validation of
the predictions of the monetary approach to the balance of
payments (specifically the offset coefficient being equal to
minus unity) will depend on whether we use a narrow or broad
definition of money. In particular, our results indjcate that 2
narrow definition seems more sympathetic to a non-monetary
approach. Table 6 reports the results of a non-nested test of
an M1 versus an M2 definition (for non-nested iesis, see for
example McAleer [23], MacKinnon [24], Davidson and
MacKinnon (5, 6, 7, 8], and MacKinnon, White and Davidson
[25]). Whilst our non-nested test is based on instrumental
variables estimates, an examination of Table 2 clearly indi-
cates that the M2 definition is preferred to its M1 counter-
pari on the Akaike Information Criterion, (AIC). The AIC
reduces to choosing the model with the Irighest B2 in the
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case of two models with the same number of parameters.)

Columns | and 2 of Table 6 present the results of an
instrumental variables version of the JA test (see McAleer
[23]1). Here we follow the recommendation of MacKinnon,
ef al [25]: “a procedure which is computationally identical
to the I-test, except that 25LS replaces OLS throughout,
may validly be used when the competing hypotheses are
linear models with endogenous variables on the right-hand
side”.

Paired comparison —H(y against H{ and Hy against Hy, —
are utilized within the framework of a JA test. In both cases the
null hypothesis is that the coefficient on the auxilliary vari-
ables (AINV and YINV) is zero. The M2 formulation is not
rejected against the M! formulation whereas, in the reverse
case, the M1 formulation is rejected against M2, thus favouring
the latter. Columns 3 and 4 represent the MacKinnon/Davidson
C-test. The coefficient of the “prediction variable’ based on
the “false” hypothesis should be zero, whilst that based on
the “acceptable™ hypothesis unity. It is clear that the M2 for-
mulation is again favoured irrespective of whether or not a
constant is included in the auxilliary regression.

For the sterilization equation, a general “reaction-type”
function was formulated; the right-hand-side dependent vari-
ables included the growth of prices and the acceleration of
inflation, plus current and lagged growth rates of output, in-
ternational reserves, the money multiplier, and the fiscal
deficit. The parameter of interest is the coefficient on the
growth rate of international reserves. The other independent
variables were chosen to reflect plausible factors that may
influence the determination of domestic credit. The results
reported in Table 4 show that equation 3 isa tentatively ade-
quate parsimonious parameterization that satisfies all of the
diagnostic tests above. The sterilization coefficient s statisti-
cally insignificantly different from unity. The Jamaican data
thus support the conclusion that monetary policy was used to
offset changes in the stock of international reserves.

In the 3SLS results (Table 5), combinations of the least
and most restricted versions of the instrumental variables




regressions are reported. Using the covariance matrix ::_)f the
least restricted model as metric, a quasi-likelihood ratio test
was performed [Gallant and Jorgenson 16]. The relzftive
efficiency of the Two-and Three-Stage Least Squares estima-
tors were examined by testing the diagonality of the cross-
equation covariance matrix. Thus,
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rThe test utilized is a variant of the ab(?ve qqaszi-h:kelil?ood
ratio test. Given that the objective function minimized is of

the form
foy = wiw'w) T w'(8)

where w is the mairix of instruments, the test for diagonality
is simply
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where a superscript indicates the value of the partitioned
inverse. Thus, the covariance matrix in diagonal form is tested
versus an untestricted covariance matrix using the three-stage
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least squares (3SLS) covariance matrix as the relevant testing
metric. Additionally, a test for bivariate normality using both
3SLS and 2SLS(1V) residuals are reported [Cox and Small
4].

The overall results indicate that the coefficient on the
money multiplier (V) is significantly different from unity;
further, whilst both the offset (W) and sterilization (G) coef-
ficients are insignificantly different from unity, two of the
model configurations (EQ1/EQ4 and EQ2/EQ4) will not
satisfy the point estimate criterion. The model configuration
(EQI/EQ4) is rejected against the least restricted model
(Note (3) :T2). The restrictions characterizing the more
parsimonious models (column 4, 5 and 6) are not rejected by
the data. Starting from column 4, the imposition of the
additional restrictions D = Q and B = K = 0 increase the value
of the objective function by 1.73 and &8.15, respectively. Thus,
although the restrictions in column 6 are not rejected against
the least restricted model, the imposition of the three addi-
tional restrictions to column 4 increases the value of the ob-
jective function significantly on a chi-square criterion. [Note
that this is not a test of the model of column 5 versus that of
column 4 asthe comparing metric would have'to be altered, and
the level of significance changed to réflect the fact that the
test is column 5 versus column 4 conditional on column 4
being accepted against column 1.] In view of the above,
EQ2/EQS is accepted as the preferred specification.

For that specification, the offset coefficient prediction
of minus unity is upheld. Both the price and inflation elasti-
cities are reasonably well-determined; the approximate equi-
valence of the price and output elasticities observed in the
single equation results no longer hold. The diagonality test is
rejected in all cases. Of note, the correlation coefficient (p)
for the IV equation residuals is approximately 0.65; 3SLS
estimation reduces it, in the preferred smodel, to 0.12.

Thus for the period analysed, the 3SLS estimate indi-
cate that for the Jamaican economy an increase in the domes-
tic component of the monetary base will lead to an equivalent
outflow of reserves. Also, changes in reserves were sterilized
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by the authorities. The positive price elasticity supports the
prediction of an improvement in the balance of payments due
to an increase in the growth rate of prices; however, accelera-
tion of the rate of inflation will result in a deterioration of the
balance of payments. This latter resulf seems to be consistent
with the experience of the Jamaican economy during the

decade of the seventies.

SUMMARY

This paper examined testable predictions of the monetary
approach using reserve-flow and sterilization equations in
both single equation and simultaneous equation contexts.
Diagnostic tests were used as criteria to evaluate model
adequacy prior to using statistical inference to evaluate the
predictions of the monetary approach. The results indicate
that, in general, the a priori predictions of the monetary
approach to the balance of payments were not rejected by the
data — the notable exceptions being the rejection of the
sterilization coefficient prediction and the failure of the money
multiplier coefficient to satisfy a strict criterion of being a
point estimate,

In conclusion, a cautionary note. The analysis ignored
the question of lags in the adjusiment of actual to desired
quantities, and assumed the existence of a long run demand
for money function that is stable and independent of the
money supply process. The methodological dilemma of
specifying the length of the long run was also assumed away.
Further, the price, output, and interest rate variables were
assumed exogenously deiermined. However, at the expense
of complexity, these assumptions can be tested and the rele-
vant modifications, if any, incorporated into the analysis.
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FIGURE 1: JAMAICAN (RTBL) AND UK (RTBLE) TREASURE BILIL RATES
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S0CIAL AND ECONOMIC STUDIES
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TABLE 2 (B). DIAGNOSTIC TESTS USING OLS RESIDUALS (MR}

Dependent Variable: R

ﬁ.g
A
e
g8

g5 =%
g¥

H

- E .
gl oF
ok
5|54
o¥%

” é;‘a
=0
gBE
i&'ﬁ
|2t
JEE

Description

Misspecification

0,24 0.26 0.3k .28 043

¢.248

MS1 [F(3.22)]

MS2 1%

Nadis

8.40

5.96

2.03

8.

B.50

Normality

189 0.18

4.15

6.57

6,52

Ba24

LEN (X2

Parameter Conrstancy

4.9t £.95 711 1.89

£.53

04

pClL (X (1))

BCZ

0.005

0.011

0.008

0.007

K7
0.4

Q.

2.007

1.66 0.8

0.3k

1.0z

.88

PC3 [FE, TXK-D
Heteroscedasticity

Q.11 a.08 0.02 0.29 0.83
G5

0.97

Arch (HT3) (X1

1,08

0.07 0.02

G.12

Pagan (HT2) [X*(2)]
Random Cofficients
HTL) [X*K-1)]

Serizl Correlation

6. 57

0.34

.31

0.3

U8

.88

0.24 0.42 0.03

0.9%
16.35

0.92

Ty XA

i,

.28

13.03

9.84

13,87

17.08

0.51 20.5F

3.8

.42 l.és

1.

X2

u_i,'ﬁt_z

=26

=u Ky g T

ug

t

{1) v are OLS 1esiduals

Notes.

Monetary Approacn L1

TABLE (2)C. DIAGNGSTIC TESTS USING OLS RESIDUALS (MR}
Dependent Variable: R

o] ECH 2 EQH ] e 4
c, P, Ry, C, P, RY, c, P, RY, Cc. P, RY,
RT, RK, PP, | RT, R¥, b2, | R, Pp, PP, MR1, c,.. B, RY,

bascriokb{en HR1. DQ, FEC| HR1, DG MR1 [C jued RK, HR1, T
Hisspeciflcation

KS1 [F13,221] 0.85 0.87 0.90 0,21 0.59

Ms2 x4 Ty} 7.22 6.96 §.40 5,20 §.52
Yormalicy

L (x2¢2)] 2.48 1.33 1.47 0.71 2.87
Pagamster Condtancy

FC1 [%%123] 32.48 31.56 31.24 13.47 35.92

2 0.086 0.086 0.085 0.093 0.088

PCl {F(2, T-K-21} 9.6} 9.29 9.82 10.03 11.20
Hekerocscedasticicy

Arch (8HTI) [X?(I)] a.12 0.0 0.0?2 0.oal ¢.04

Pagan {HT2) [X2(21] 6.33 0.25 a.28 0.8 a.07

Random Cgefficlents

IHT1) [X2{K-1}] 2.17 2.78 1.39 2.52 2,66
Se¢rlal Correlation

-

ug-) 1%2(13] 6.85 8.24 6.08 3.18 EW:E]

A PEISEY .17 0.1 0.07 1.49 1.02
- ~ 2

ve-1, U [X2(2)) 8.47 10,12 7.47 4.53 5.46

Nores:

(1) u are OLS residuals; :;t = Gt xrlt__l_ T=26
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U 24 soCiAL AND ECONOMIC STUDIES

TABLE 3(C). DIAGNOSTIC TESTS USING INSTRUMENTAL VARIABLES
RESIDUALS (MRI1)

Dependent Variablet R

ECH 1 B 3 __EN & BOM 3
¢, », PP, ¢, P, PP, c, P, PR, c, P, MWl
HRL, DC, RY, | HAl, R¥, RK}| HRL, RY, RY, -RK,
Descciption RK, KT, FOC oc o BT
Valldiry of -Instrunonts
Zeka (x2(W - K)} 14.19 15.94 16.67 16,48
Hisspecificakicn
Hstk [F(3,22)] 4.03 4.04 3.89 445
ne2 (%2123} 1.78 2.9% 2.61 2.38
Ms2A {X2{7}H] 1.76 6.63 4.78 6,04
Formaliky
L (x2(21] 2.62 1.79 1.99 4.39
Paramaker_Constancy
BCl [x2(2}) 30,55 H.es 33.35 35.31
[z o] ¢.082 0,082 0.09] 0.086
Pc3 [F{2, T-K-2)} 9.49 9.78 10,27 11,37
Deternscedasticlity H N H H
Arels QI3 1] 0.15 ©0.F0 D.04 ©.03 0.004 D.0UD2 0.03 0.02
Pagan (NT2) 1,74 1.60 1.60 1.4 2.51 2,02 3.0z 2,38
tx2r2) (0.52} {0.38) {0.44) (0.33) [0.293 {0.18) ({0.3})(0,1%)
Tﬁﬁ?ﬂ&%i?jlﬁms 10,92 B.68 1i.01 8.4 8.48 6,21 13.24 9.94
Seriai Correlatlon
ey 8.30 6.92 4.4v 5.84
e 9.84 7.71 §.8) 6.51
O (%2131 0.10 0.905 G.64 0.36
Nores: (1) Brackets indicate predictions are fitted values of IV regression.
(2) W = number of instruments; K = number of regressors; T= 26
(3) @ are T\;residuals;' U are the pxediction%gffgpased on the regres-
sion of u_t—l on the instrument set; ut'= X, g
(4) N in the heteroscedasticity row-black indicates narmality assamp-

tions was not used in generating variance — covariance metrix.

T

TABLE 4(A). INSTRUMENTAL VARIABLES ESTIMATES OF STERILISATION EQUATION

Dependent variables DC

RSS

oy

DRY

uR R{-1) OF oE(L)

34

0.02676

0,974 0,040 2,08

~0,82

0.43

=0.0%7 -0,98 =0.,13 0.02

0.12

{1.57) £15.233 (1.51) (2.41) (2.85) (2.00} £13.14)

(1.25)

(8.67)

1
2.15 0.03049 X ()=

.02 0.3 0,83 ¢.972 0.041

0.02

0.13 =~¢.02 -0.85

0.12

2.27

(2.48) {2.94) (2.40) (12.76)

(1.38) [14.81}

(1.26)

(8.47)

xl(3)-
£.97

1.96 0.0410

0,48 Q.99 0,967 D.045

03

0.

0.02

Q0,85

0.13

{3.41) (2.03) (15,32}

(2.48)

(13.45)

(12.55)

1
1.87 0.03786 X (2)=

-0.12 o©.02 0,03 0.8 ~1.00 0.%68B 0,045

-0.97

0,13

2.94

(3.32) (1.87) (15,54}

(13.50) {1.27) (2.37}

(12.37)

Monetary Approach 25

2.01 0.03632 x (2)}=

~3.9¢% 0.96% 0,044

G.44

=0.0L -0,95 ©.03

13

9.

(13.83) 3.97

(0.91} (13.52)

{12.90)

(2.58) (3.18) (2.0%)

26

{2) Instruments: Constant, P, lagged R, lagged DC, and current and

-

' statistics are in parentheses, T

(1)

Notes:

lagged values of RY, RT, RK, WR (or MR1). FDC, PP, and DF

tive function for null, G, that

where Q° is ob;

1]

guasi-likelihood ratio test of zero restrictions detined as ¢
jec

@Q° - Qo
for the maintained hypothesis, and 0 is standard error of main-

tained hypothesis,

is

n 9



TABLE 4(B). DIAGNOSTIC TESTS USING INSTRUMENTAL VARIABLES! RESIDUALS
Dependent Variable: DC

BN 1 BN 2 B 3 EOH -4 I 5
c, P, PP, : '
MR, MR(-1). | C, P, PR, MR |C, iR, D7, | C, KR, MR(~1}) | €, PP, IR,

scriotion o el b B A I~
Nalidity of Instrumanes

Zata [X2(W - K} 6.14 7.82 8.54 7.17 8,33
Misspecificarion ‘

Msl [F(3,22)} 0.4 " 0.29 0.34 0.30 0.45

Msz (2(21] 1.91 0.49 .53 1.36 0.56
tormality

L 1X2(2)] .11 {48 0,74 0.31 1.03
Pavarster Constancy

FCl (x2(231 422 1.23 1.0% 2.97 0.85

pe2 0.0034 0.001 0.001 0.0028 0,0009

53 [F{2, T-K=21] 0.86 0.62 1.58 1.67 1.20
Beteroscedasticicy H H u H B

Aceh (RT3 [X2{1}) 0.58 0¥ 1.25 076 133 L322 0,36 L0602 137 L%

Pagan {HT2) 0.09 0.10 0.86 0.50 110 .39 0.2 0.27 0.7 O0.7L

X221 {1.051 {1.06} (1.47) (0.88) {0.83} (0.75) (0.23) {0.35) (U.56) (0.50)

Ranckn Cofficlents

(HT2) [X3(K=1}} 1.60 4,50  4.58  2.3¢ LTI 273 2.3 LB .0 2.30

TABLE 4(B). {Cont’d) DIAGNOQSTIC TESTS USING INSTRUMENTAL
VARIABLES RESIDUALS

Dependent Variable: DC

BN 1 |’ 2 ECH 3 EON 4 B S
c, P, PP,
MR, MR{-}),|C, P, PP, MR | C, MR, DF, [ C, MR, HR(-1} c, PP, MR,
DF, CF{-1).{ DF, DF(-1), pr(=-1}, bF, DE(-1). bF, DF{-1},
Descriotion R, CRY R. DRY R, CRY R. CRY R, DRY
Serial Correlation
U1 0.08 0.24 0.0 0.12 0.007
[ 0.29 1.13 0.22 0.05 0.44
& 2an 1.08 1.82 3.53 1.78 5.30
Notes: (1) Brackets indicate predictions are fitted values of IV regression.

(2) W = number of instruments; K = number of regressors; T = 26.
(3) ware IV residuals; u are the predictions of u based on the regres-

i i cu,=u, XU
sion of b, .p 08 the instrument setu,=u XU )

(4} N in the heteroscedasticity row-block indicates normality assump-
tions was not used in generating variance — covariance matrix.
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TABLE 5. MABP ESTIMATES USING THREE STAGE LEAST SQUARES

J et /a1 T B304 1 B A0S [ BY2/E) L B32/HM
W

25
L B.1L (6,280 .12 {T.BS) 0,11 {6.9) 032 47.13) 0.12 (8,30} 0,12 {7.05)
M 0.24 £L.5a) .05 {0.5W3 0,28 {1.R2) 0.18 {101 0,004  (0.04) 0.2 (1.54)
N =0.0b 0.6YF DL 10,71} 0T (0.¥6) ~0.D3  {1.36) 0.0U2 (0.15} -0.03 {L.75}
o 006 (D.40% 0,08 {057 0,12 (0.84) 0.0 {0.27) 104 (0.3} 0.07 (0,53}
g 0.U0S (U.12F  ~0.01 {0.27) <002 (.0 - - -
by -0.02 [0.71)  -u.00 {0.17] -U.DZ (V.59) - - -
v ~0.7d  (9.08) ~0.73 (9.47) 0.4 (v.59)  -0.82 (l0-07)  ~0.75 ({lo.5%) -0,83 {10,32)
) ~0.95 (12.67)  -0.89 {13.831 —0.97 {1).3u}  -0.9% (14.23)  -0.91 (I5.76} ~1,00 (14.64)
X 0,08 (l.21} -0,03 (0.92) ~0.04 {l.0U0) - - -
A 0.12 (10.74)  0.13 (17.08)  0.12 (10.6% 0,12 (10,53} 0.13 (17.24} 0.12 (10,93}
B ~0.03 (2,17} - D04 (2.23) 003 (2.07) - ~3.03 (2.21)
¢ ~G.90 (18,72} -U.B9 {IB.71) -0.89 (l8.72)  ~0.8Y {18.77)  -0.88 (1B.21) -0.88 {18.81)
D .06 (14T} - - ~0.05 (1.2 - -
£ 0,008 {2.34} 0.8l (2.6%1 9,009 (2.19) 0,007 (2.22) 0.0G2  {2.B0} 0.097 (2.14)
F 0,009 t2.51} 0.0l (3.69)  ¢.0! {2,68) 0.009 (2.5 0.0l (3.70) 0,01 (2.72)
& -0.57 (18.13)  =1,03 (24.38) ~0.96 (I4.13}  ~-0.9¢ (19.25]  ~i.04 [25.81} ~0.97 {19.25)
o y,24 {l.8d) u.28 (2.3 Q.12 (2,41 ¢.19 (L35} 0.23 (.24 0.24 {1.24)
3 0.15  {1.83) Q.16 (2.04} g.15_ (L.8T) - .16 (1.97)
’|" = g TABLE 5. {Cont'd) MABP ESTIMATES USING THREE STAGE LEAST
W
w B e m g g x SQUARES
= 3 8 g 8 A
v o
& 2 . —~
vo® g WA W1 /EA E1L/ES E2/E01 I2/804 DS
&
fon mOgowRER &
5 ; g Q02 L a oy % ,f'j
WHE gl S g T 5.E (/4 0517 0573 0508 L0512 L0510 ,0508
= g P e +
ERE Ky algzd S.5-{3/128/18) 0400 N.150 L0434 0405 4T L0411
= o o TR o o =
E ;.‘_‘ P'\‘* « g o % % O,H. (L) 1.98 ALt 2.40 L.94 197 1.98
" gﬁ g E ; rg :-2 e *: DM, (9720711} 2.05 .14 2.08 2.02 .06 211
+
= e o, * + 1822 P 0.12 e 0.12 0.22 a.14 0.32
— *
i 2w ; ‘: g o An D42 6 0.32 178 1.55 0.79
o i +
& w ¥ 'f Zo0 o+ v J.52 6% 0.5% 064 0.6% 9.5
He SL87 o
= & R - a2y .12 .02 5.22 .92 L85 $.48
4
ag R - R 20.%0 4 23.07 22.44 16,59 2,17
g‘o % * * N
LRI o +
B I = ta
W B o ’_‘2 = S
%’.:_ g :; ' "|“ < ?_3 ANotes: (1) *t' statistics are parentheses, T = 26.
—
o g 7 2 E."* + (2) Instruments: constant, P, lageed R, lagged DC, and current and
e Yo +® - lagged values of RY, RT, RK, MR (or MR1), FDC, PP and DF.
2 ~ By €3 T1§x2(3) ) = 1.54; gz(xz(a) ) = 8.83; TIC3(4) ) = 3.26; T4
oL 7 g f A (1)) = 2.17; TSIX2(6) = 9.69. . .
E + :" g < The covariance matrix used as metric for testing restrictions is
9 Do 0 s that of least restricted model,
= _.;; Es g § (4) P is the comelation coefficient; ¢ is the valve of the objective
3 + 509 + function.
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TABLE 6({A). NON-NESTED TESTS

Dependent Variable: R

1 2 3 4
Cc 0.12 {3.41) ~0.09 (2.54) ~0.005 {0.47)
P 7 0.51 {2.13) -0.23 (0.87)
RY 0.45 (1.7U0) 0,13 (0.48)
RT -0.01 {0.13} Z0.¢5 (0.51)
RK -0.99 {31.28) 0.17 {2.0W)
HR -1.05 {6.11)
MRY 0.17 (v.77}
Bz -1.26 {5.35) Q.64 (2.54)
FLC —0.09 (0.11) 0.23 {2,51)
PP -0.03{1.03) -0.11 (3.12)
YINV -u.29 (1,07)
AINY 2.09 (5.68)
Y 1.12 {6.98) 1,12 {6.88)
AR ~0.07 {0.45) —-0.07 (0.41}
SE 0.0583 0.0569 0.0599 0.0593
oW 1.84 L1.B6 2.03 2,08
Notes:  *t’ statistics are in parentheses; T = 26

TABLE 6(B). NON-NESTED TESTS
Dependent Variable: R

S IR R

L2

55 E ®3ac”

G

3

YIN

Xy

B

V.13 {4.05) -0.12 (3.27} —0.004 {0.33)
0.45 §2.41) 0.09 [0.50)
0.35 (1.64) 0,27 [L.10)
-1.07 {7.13)
0.23 (1.17)
~1.M {6.27) .64 {3.26)
0,05 [2.15) (~0,PE) (2.84}

~0.33 (l.48)

2,13 [6.61}
1.13 {7.72) 1.13 (7.58}
~G.10 (0.67) -0.02 (0,54}
0.0621 0.0608 0.0613 0.0610
1.89 1.88 R 2.a2

Motes:  ‘t statistics are in parentheses; T = 26

WNotes (Table &)
EQ1

EQ2

EQ3

EQ4

R=°=+ﬁOP+ﬁlRY+62RT+;33RK+534MR+135DC+
ﬁGFDC+,67PP;

R=5+70P+’r£ RY + 79, RT 4 ¥y RK + 7y  MR1 +7, DC+
7GFDC+77PP;
YY=n+®0P+@1RY+®2R’I‘+®3RK+®4MR1+®5
DC+®6 FDC+®7 PP;

AA=\If+wOP+m RY + ey RT + o3 RK + oy MR + W)

1 3 3
DC + ey FDC + oy PP}

Y'Y is predicted value, R, based on EQ1 as null.
YINV is predicted value, YY, of EQ3 based on EQ2 as alternative.
AA is predicted value, R, based on EQ2 as null.
AINV is predicted value, AA, of EQ4 based on EQ1 as alternative.

t statjstics are in

parentheses.

N.B.: Although the above definitions are for Fable 6{a), the same are appli-

cable

{muiaris mutandis for Table 6(b); the relevant changes are zera

resirictians,
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APPENDIX : DEF s fiscal deficit;
] NOTATION USED IN REPORTING RESULTS ; M2M and MIM are money multipliers defined with M2 and M1 respec-
i tively (i.e. M/H)

The following notation is adopted in reporting the results, ) ‘ . .
purely for simplicity. The estimation period used throughout is The foreign credit variables (DCK and DCS) were both denominated in
1956-1981. Data was obtained from the IMF IFS Yearbook, 1982. . domestic currency terms (namely, J$).

R = ATR/H;
BC = ADCI/H;
P = ACPI/CPI ( —1;
PP = AP/P (D)
RY = ARGDP/RGDP ( —-13;
RT =  ARTBL/RTBL ( -1); J
Rk = ARTBLE/RTBLE ( -1); 1
RD =  ARDIFF/RDIFF (-1); g
MR = AM2ZM/M2M (-1);
MRl = AMIM/MIM (1)
DCK = ADCUK/DCUK (-1);
DCS = ADCUS/DBUS (—1); ‘
FDC =  ATDC/TDC(-1);
DF = ADEF/DEF (—1);
IDC = DCK + DCS;
DC(Zy = H(Z) — TR(Z), for (Z) = J, UK, US (representing Jamaica,

+ UK., and 1.8, respectively;
TR is total reserves in domestic currency;
H is reserve money;
CPI is consumer price index;

GDP s gross domestic preduct;

RGDP isreal output, defined as GDP/CPI;

RTBL is treasury bill rate;

RTBLE is UK treasury bill rate;

RDIFF isthe domestic-foreign interest rate differential (TRBL-RTBLE);

M is money stock (both narrow (M1) and broad (M2) definitions
are nsed)




